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CHAPTER 15

Overview of Disk Resource
Issues

This chapter discusses some basic i ssues that determine how you allocate
and use disk resources with Adaptive Server.

Topics covered in this chapter include:

Topic Page
Device alocation and object placement 529
Commands for managing disk resources 530
Considerations in storage management decisions 532
Status and defaults at installation time 533
System tables that manage storage 534

Many Adaptive Server defaults are set to reasonabl e values for aspects of
storage management, such as where databases, tables, and indexes are
placed and how much space is allocated for each one. Responsibility for
storage allocation and management is often centralized, and usualy, the
System Administrator has ultimate control over the allocation of disk
resources to Adaptive Server and the physical placement of databases,
tables, and indexes on those resources.

Device allocation and object placement

When configuring anew system, the System Administrator must consider
several issuesthat have a direct impact on the number and size of disk
resources required. These device allocation issues refer to commands and
procedures that add disk resources to Adaptive Server. Device allocation
topics are described in the chapters shown in Table 15-1.
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Table 15-1: Device allocation topics

Task Chapter

Initialize and allocate adefault ~ Chapter 16, “Initializing Database Devices’
pool of database devices.

Mirror database devices for Chapter 17, “Mirroring Database Devices’
recovery.

After theinitial disk resources have been allocated to Adaptive Server, the
System Administrator, Database Owner, and object owners should
consider how to place databases and database objects on specific database
devices. These object placement issues determine where database objects
reside on your system and whether or not the objects share devices. Object
placement tasks are discussed throughout this manual, including the
chapters shown in Table 15-2.

Table 15-2: Object placement topics

Task Chapter
Place databases on specific Chapter 21, “Creating and Managing User
database devices. Databases’

Place tables and indexes on Chapter 23, “Creating and Using Segments”
specific database devices.

Do not consider allocating devices separately from object placement. For
example, if you decide that a particular table must reside on a dedicated
pair of devices, you must first allocate those devicesto Adaptive Server.
The remaining sectionsin thischapter provide an overview that spansboth
device allocation and object placement issues, providing pointersto
chapters where appropriate.

Commands for managing disk resources

Table 15-3 lists the major commands a System Administrator uses to
allocate disk resources to Adaptive Server and provides references to the
chapters that discuss those commands.
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Table 15-3: Commands for allocating disk resources

Command Task Chapter
di sk init Makesaphysical deviceavailable Chapter 16, “Initializing
name = "dev_nane" to aparticular Adaptive Server. Database Devices’
physnane = "phys_name"...  Assignsadatabase device name

(dev_name) that is used to
identify the device in other
Adaptive Server commands.

sp_deviceattr |ogical name, Changes the dsync setting of an Chapter 16, “Initializing

opt nane, optval ue existing database device file Database Devices’
sp_di skdef aul t Adds dev_name to the general Chapter 16, “Initializing
"dev_name". .. pool of default database space. Database Devices’
disk mirror Mirrors a database device on a Chapter 17, “Mirroring Database
name = "dev_nane" specific physical device. Devices’
mrror = "phys_nanme"...

Table 15-4 lists the commands used in object placement. For information
about how object placement affects performance, see Chapter 5,
“Controlling Physical Data Placement,” in the Performance and Tuning

Guide.
Table 15-4: Commands for placing objects on disk resources
Command Task Chapter
create database...on dev_nane Makes database devices available  Chapter 21, “Creating
or to aparticular Adaptive Server and Managing User
alter database...on dev_nane database. Thelog on clause to Databases’

create database placesthe
database’s logs on a particular

database device.
create database. .. When used without the on Chapter 21, “Creating
or dev_name clause, these commands  and Managing User
alter database. .. allocate space on the default Databases’
database devices.
sp_addsegnent seg_nane, dbnane, Creates a segment, a named Chapter 23, “Creating
devnane collection of space, from the and Using Segments”
and devices available to a particular
sp_ext endsegnent seg_nane, database.
dbnane, devnane
create table...on seg_nanme Creates database objects, placing Chapter 23, “Creating
or them on aspepific mgment of the  and Using Segments”
create index...on seg_nanme database's assigned disk space.
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Command Task Chapter
create table... When used without on seg_name,  Chapter 23, “ Creating
or tables and indexes occupy the and Using Segments’

create index...

genera pool of space alocated to
the database (the default devices).

Considerations in storage management decisions

Recovery

The System Administrator must make many decisions regarding the
physical allocation of spaceto Adaptive Server databases. The major
considerations in these choices are;

e Recovery —disk mirroring and maintaining logs on a separate
physical device providetwo mechanismsfor full recovery inthe event
of physical disk crashes.

e Performance—for tables or databases where speed of disk readsand
writesiscrucial, properly placing database objects on physical
devices yields performance improvements. Disk mirroring slows the
speed of disk writes.

Recovery isthe key motivation for using several disk devices. Nonstop
recovery can be accomplished by mirroring database devices. Full
recovery can also be ensured by storing a database’s log on a separate
physical device.

Keeping logs on a separate device

532

Unless a database device is mirrored, full recovery requiresthat a
database’s transaction log be stored on a different device from the actual
data (including indexes) of a database. In the event of a hard disk crash,
you can create an up-to-date database by loading a dump of the database
and then applying the log records that were safely stored on another
device. See Chapter 21, “Creating and Managing User Databases,” for
information about the log on clause of create database.
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Mirroring
Nonstop recovery in the event of a hard disk crash is guaranteed by of
mirroring all Adaptive Server devicesto aseparate physical disk. Chapter
17, “Mirroring Database Devices,” describes the process of mirroring
devices.

Performance

You can improve system performance by placing logs and database
objects on separate devices:

» Placing atable on one hard disk and nonclustered indexes on another
ensuresthat physical reads and writesarefaster, sincethework issplit
between two disk drives.

»  Splitting large tables across two disks can improve performance,
particularly for multi-user applications.

*  When log and data share devices, user log cache buffering of
transaction log records is disabled.

»  Partitioning provides multipleinsertion pointsfor aheap table, adds a
degree of parallelism to systems configured to perform parallel query
processing, and makes it possible to distribute atable’s 1/O across
multiple database devices.

See Chapter 5, “Controlling Physical Data Placement,” in the
Performance and Tuning Guide for a detailed discussion of how object
placement affects performance.

Status and defaults at installation time

You can find instructions for installing Adaptive Server in the installation
documentation for your platform. The installation program and scripts
initialize the master device and set up the master, model, sybsystemprocs,
sybsecurity, and temporary databases for you.

When you install Adaptive Server, the system databases, system defined
segments, and database devices are organized as follows:
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The master, model, and tempdb databases are installed on the master
device.

The sybsystemprocs database isinstalled on adevice that you
specified.

Three segments are created in each database: system, default, and
logsegment.

The master device isthe default storage device for all user-created
databases.

Note After initializing new devices for default storage, remove the
master device from the default storage area with sp_diskdefault. Do
not store user databases and objects on the master device. See
“Designating default devices’ on page 549 for more information.

If you install the audit database, sybsecurity, it islocated on its own
device.

System tables that manage storage

534

Two system tables in the master database and two more in each user
database track the placement of databases, tables (including the
transaction log table, syslogs), and indexes. The relationship between the
tablesisillustrated in Figure 15-1.
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Figure 15-1: System tables that manage storage

vstart between low, high

SYSUSAGES SYSDEVICES
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One row segmap high
for each Istart status
fragment size N 1| cntritype
vstart name
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Master
Database segmap
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SYSSEGMENTS
1 N | name maxrowsperpage
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for each name segment segment indid max!en
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Onerow for | status2 keys2
each table, ipgtrips soid
index or first csid
table with root base_partition
text distribution | fill_factor
usagecnt res_page_gap
segment exp_rowsize
status keys3
The sysdevices table

The sysdevices table in the master database contains one row for each

database device and may contain arow for each dump device (tape, disk,

or operating system file) available to Adaptive Server.
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The disk init command adds entries for database devicesto
master..sysdevices. Dump devices, added with the system procedure
sp_addumpdevice, are discussed in Chapter 26, “ Developing a Backup
and Recovery Plan.”

sysdevices stores two names for each device:

e Alogical name or device name, used in all subsequent storage-
management commands, is stored in the name column of sysdevices.
Thisisusually a user-friendly name, perhaps indicating the planned
use for the device, for example “logdev” or “userdbdev.”

« Thephysical nameisthe actual operating system name of the device.
You use this name only in the disk init command; after that, all
Adaptive Server data storage commands use the logical name.

You place a database or transaction log on one or more devices by
specifying the logical name of the device in the create database or alter
database statement. The log on clause to create database places a
database’s transaction log on a separate device to ensure full
recoverability. Thelog device must also have an entry in sysdevices before
you can use log on.

A database can reside on one or more devices, and a device can store one
or more databases. See Chapter 21, “Creating and Managing User
Databases,” for information about creating databases on specific database
devices.

The sysusages table

536

The sysusages table in the master database keeps track of al of the space
that you assign to all Adaptive Server databases.

create database and alter database allocate new space to the database by
adding arow to sysusages for each database device or device fragment.
When you allocate only a portion of the space on a device with create or
alter database, that portion is called a fragment.

The system procedures sp_addsegment, sp_dropsegment, and
sp_extendsegment change the segmap column in sysusages for the device
that is mapped or unmapped to a segment. Chapter 23, “ Creating and
Using Segments,” discusses these procedures in detail .
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The syssegments table

The syssegments table, one in each database, lists the segmentsin a
database. A segment is a collection of the database devices and/or
fragments available to a particular database. Tables and indexes can be
assigned to a particular segment, and therefore to a particular physical
device, or can span a set of physical devices.

create database makes default entriesin syssegments. The system
procedures sp_addsegment and sp_dropsegment add and remove entries
from syssegments.

The sysindexes table

The sysindexes table lists each table and index and the segment where
each table, clustered index, nonclustered index, and chain of text pagesis
stored. It also lists other information such as the max_rows_per_page
setting for the table or index.

The create table, create index, and alter table commands create new rows
in sysindexes. Partitioning a table changes the function of sysindexes
entriesfor thetable, asdescribed in Chapter 5, “ Controlling Physical Data
Placement,” in the Performance and Tuning Guide.
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This chapter explainshow toinitialize database devices and how to assign
devices to the default pool of devices.

Topics covered in this chapter include:

Topic Page
What are database devices? 539
Using the disk init command 540
disk init syntax 540
Getting information about devices 546
Dropping devices 548
Designating default devices 549

What are database devices?

A database device stores the objects that make up databases. The term
device does not necessarily refer to adistinct physical device: it can refer
to any piece of adisk (such asadisk partition) or afilein the file system
that is used to store databases and their objects.

Each database device or file must be prepared and made known to
Adaptive Server before it can be used for database storage. This process
iscalled initialization.

After adatabase device has been initidlized, it can be:

* Allocated to the default pool of devices for the create and alter
database commands

» Assigned to the pool of space available to a user database

» Assigned to a user database and used to store one or more database
objects

» Assigned to store a database’s transaction logs
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Using the disk init command

disk init syntax

540

A System Administrator initializes new database devices with the disk init
command, which:

*  Mapsthe specified physical disk device or operating system fileto a
database device name

* Liststhe new device in master..sysdevices

*  Preparesthe device for database storage

Note Before you run disk init, see the installation documentation for
your platform for information about choosing a database device and
preparing it for usewith Adaptive Server. You may want to repartition
the disks on your computer to provide maximum performance for
your Sybase databases.

disk init divides the database devicesinto allocation units. The size of the
allocation unit depends on which logical page size your server is
configured for (2, 4, 8, or 16K). In each allocation unit, the disk init
command initializes the first page as the allocation page, which will
contain information about the database (if any) that resides on the
allocation unit.

Warning! After you run the disk init command, dump the master database.
This makes recovery easier and safer in case master is damaged. See
Chapter 28, “Restoring the System Databases.”

The syntax of disk initis:
disk init
name = "device_name" ,
physname = "physicalname" ,
[vdevno = virtual_device_number , ]
size = size_of_device
[, vstart = virtual_address ,
cntrlitype = controller_number]
[, dsync = {true | false}]
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disk init examples
On UNIX:
disk init
nane = "user_di sk",

physnane = "/dev/rxyla",
size = “10M

On Windows NT:
disk init
nanme = "user _disk",

physnane = "d:\devi ces\userdi sk.dat",
size = “10M

Specifying a logical device name with disk init

Thedevice_ nhamemust beavalididentifier. Thisnameisused inthecreate
database and alter database commands, and in the system procedures that
manage segments. The logical device name is known only to Adaptive
Server, not to the operating system on which the server runs.

Specifying a physical device name with disk init

The physicalname of the database device gives the name of araw disk
partition (UNIX), foreign device, or the name of an operating system file.
On PC platforms, you typically use operating system file names for
physicalname.

Choosing a device number for disk init

Adaptive Server automatically specifies the next available identifying
number for the database device. Thisisthe virtual device number
(vdevno). You do not have to specify this number when you issue the disk
init command.
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Par anet er nane Default

nunber of devices

If you choose to manually select the vdevno, it must be unique among the
devices used by Adaptive Server. Device number O represents the master
device. The highest number must be one | ess than the number of database
devices for which your system is configured. For example, for a system
with adefault configuration of 10 devices, thelegal device numbersare 1—
9. To see the configuration value for your system, execute sp_configure
"number of devices" and check the run value:

sp_configure "nunber of devices"
Menmory Used Config Value Run Val ue

To see the numbers already in use for vdevno, look in the device_number
column of the report from sp_helpdevice, or usethefollowing query to list
all the device numbers currently in use:

sel ect distinct |ow 16777216
from sysdevi ces
order by | ow

Adaptive Server is originally configured for 10 devices. You may be
limited to a smaller number of devices by operating system constraints.
See the discussion of sp_configure, which is used to change configuration
parameters, in Chapter 5, “ Setting Configuration Parameters.”

Specifying the device size with disk init

542

You can use the following unit specifiersto indicate the size of the device:
‘k’ or ‘K’ indicate kilobytes, ‘m’ or ‘M’ indicate megabytesand ‘g’ or ‘G’
indicate gigabytes. Although it is optional, Sybase recommends that you
always include the unit specifier in both the disk init and create database
commandsto avoid confusion in the actual number of pagesallocated. You
must enclose the unit specifier in single or double quotes.

The following apply to the syntax for disk init:

*  You can specify the size as afloat, but it is rounded down to the
nearest whole value. For example, if you specify asize of 3.75G, itis
rounded down to 3G.

e If you do not specify asize:

» disk init and disk reinit use the basic disk page size of 2K.
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¢ Thesize argument for create database and alter database isin
terms of megabytes of disk piece. Thisvalueis converted to the
number of logical page size that with which the master device
was built.

*«  Minimum size of adatabase. You cannot alter the size of a
database device after running disk init.

e Ifyouareplanning to usethe new devicefor the creation of anew
database, the minimum size depends on the logical page size used
by the server, described in Table 16-1:

Table 16-1: Minimum database sizes

Logical page size Minimum database size
2K 2 Megabytes

4K 4 Megabytes

8K 8 Megabytes

16K 16 Megabytes

If you areinitializing a database device for atransaction log or for storing
small tablesor indexes on asegment, the size can be assmall as512 blocks
(AMB).

If you areinitializing araw device, determine the size of the device from
your operating system, as described in the the installation documentation
for your platform. Usethetotal sizeavailable, up to the maximum for your
platform. After you have initialized the disk for use by Adaptive Server,
you cannot use any space on the disk for any other purpose.

disk init uses size to compute the value for the high virtual page number in
sysdevices.high.

Warning! If the physical device does not contain the number of blocks
specified by the size parameter, the disk init command fails. If you use the
optional vstart parameter, the physical device must contain the sum of the
blocks specified by both the vstart and size parameters, or the command
fails.
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Specifying the dsync setting with disk init (optional)

For devicesinitialized on UNIX operating system files, the dsync setting
controlswhether or not writes to those files are buffered. When the dsync
setting ison, Adaptive Server opens adatabase devicefile using the UNIX
dsync flag. The dsync flag ensures that writes to the device file occur
directly on the physical storage media, and Adaptive Server can recover
data on the device in the event of a system failure.

When dsync is off, writes to the device file may be buffered by the UNIX
file system, and the recovery of data on the device cannot be ensured. The
dsync setting should be turned off only when dataintegrity isnot required,
or when the System Administrator requires performance and behavior
similar to earlier Adaptive Server versions.

Note Thedsync settingisignored for devicesinitialized on raw partitions,
and for devicesinitialized on Windows NT files. In both cases, writesto
the database device take place directly to the physical media.

Performance implications of dsync

Theuse of the dsync setting with database devicefilesincursthefollowing
performance trade-offs:

e HP-UX and Digital UNIX do not support asynchronous 1/O on
operating system files. If database devicefiles on these platforms use
the dsync option, then the Adaptive Server engine writing to the
devicefilewill block until the write operation completes. This can
cause poor performance during update operations.

*  When dsync ison, write operations to database device files may be
slower compared to previous versions of Adaptive Server (where
dsync is not supported). This is because Adaptive Server must write
datato disk instead of simply copying cached data to the UNIX file
system buffer.

In cases where highest write performance is required (but data
integrity after asystem failureisnot required) turning dsync off yields
devicefile performance similar to earlier Adaptive Server versions.
For example, you may consider storing tempdb on adedicated device
filewith dsync disabled, if performance is not acceptable while using
dsync.

544



CHAPTER 16 Initializing Database Devices

Response time for read operationsis generally better for devices
stored on UNIX operating system files as compared to devices stored
on raw partitions. Data from device files can benefit from the UNIX
file system cache as well asthe Adaptive Server cache, and more
reads may take place without requiring physical disk access.

The disk init command takes longer to complete with previous
Adaptive Server versions, because the required disk spaceisallocated
during device initialization.

Limitations and restrictions of dsync

Thefollowing limitations and restrictions apply to using the dsync setting:

dsync isalways set to “true” for the master device file. You cannot
change the dsync setting for the master device. If you attempt to turn
dsync off for the master device, Adaptive Server displays awarning

message.

If you change adevicefile's dsync setting using the sp_deviceattr
procedure, you must reboot Adaptive Server before the change takes
affect.

When you upgrade from an Adaptive Server prior to version 12.x,
dsync isset to “true” for the master device file only. You must usethe
sp_deviceattr procedure to change the dsync setting for any other
devicefiles.

Adaptive Server ignores the dsync setting for database devices stored
on raw partitions. Writes to devices stored on raw partitions are
always done directly to the physical media.

Adaptive Server aso ignores the dsync setting for database devices
stored on Windows NT operating system files. Adaptive Server on
Windows NT automatically uses a capability similar to dsync for all
database devicefiles.

Other optional parameters for disk init

vstart is the starting virtual address, or the offset, for Adaptive Server to
begin using the database device. vstart accepts the following optional unit
specifiers: k or K (kilobytes), mor M (megabytes), and g or G (gigabytes).
The size of the offset depends on how you enter the value for vstart.
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« |f you do not specify aunit size, vstart uses 2K pages for its starting
address. For example, if you specify vstart = 13, Adaptive Server
uses 13 * 2K pages as the offset for the starting address.

« |f you specify a unit value, vstart uses this as the starting address. For
example, if you specify vstart = “13M, Adaptive Server setsthe
starting address offset at 13 megabytes.

The default value (and usually the preferred value) of vstart is 0. If the
specified device doesnot havethe sum of vstart + size blocksavailable, the
disk init command fails.

The optional cntritype keyword specifies the disk controller. Its default
valueis 0. Reset it only if instructed to do so.

Note To perform disk initialization, the user who started Adaptive Server
must have the appropriate operating system permissions on the device that
isbeing initialized.

Getting information about devices

The system procedure sp_helpdevice provides information about the
devicesin the sysdevices table.

When used without a device name, sp_helpdevice lists all the devices
available on Adaptive Server. When used with adevice name, it lists
information about that device. Here, sp_helpdevice is used to report
information about the master device:

sp_hel pdevi ce naster

devi ce_nane physical _nane description
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speci al, default disk, physical disk, 20 MB

devi ce_nunber | ow hi gh

Each row in master..sysdevices describes:

e A dump device (tape, disk, or file) to be used for backing up
databases, or
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e A database device to be used for database storage.

Theinitial contentsof sysdevices are operating-system-dependent. Entries
in sysdevices usually include:

¢ Onefor the master device

¢ Onefor the sybsystemprocs database, which you can use to store
additional databases such as pubs2 and sybsyntax, or for user
databases and logs

e Two for tape dump devices

If you installed auditing, there will also be a separate device for
sybsecurity.

Thelow and high fiel dsrepresent the page numbersthat have been assigned
to the device. For dump devices, they represent the media capacity of the
device.

The status field in sysdevices is abitmap that indicates the type of device,
whether adisk device will be used as a default storage device when users
issue acreate Or alter database command without specifying a database
device, disk mirroring information, and dsync settings. The status bitsand
their meanings are listed in Table 16-2;
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Table 16-2: Status bits in sysdevices

Bit Meaning

1 Default disk (may be used by any create or alter database
command that does not specify alocation)

2 Physical disk

4 Logical disk (not used)

8 Skip header (used with tape dump devices)

16 Dump device

32 Serial writes

64 Device mirrored

128 Reads mirrored

256 Secondary mirror side only

512 Mirror enabled

2048 Used internally; set after disk unmirror, side = retain

4096 Primary device needs to be unmirrored (used internally)

8192 Secondary device needs to be unmirrored (used internally)

16384 UNIX file device uses dsync setting (writes occur directly to
physical media)

For more information about dump devices and sp_addumpdevice, see
Chapter 26, “Developing a Backup and Recovery Plan.”

Dropping devices
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To drop database and dump devices, use sp_dropdevice. The syntax is:
sp_dropdevice logicalname

You cannot drop a device that isin use by adatabase. You must drop the
database first.

sp_dropdevice removes the device name from sysdevices. sp_dropdevice
does not remove an operating system file: it only makesthefile
inaccessible to Adaptive Server. You must use operating system
commandsto delete afile after using sp_dropdevice.



CHAPTER 16 Initializing Database Devices

Designating default devices

To create a pool of default database devices to be used by all Adaptive
Server usersfor creating databases, use sp_diskdefault after the devicesare
initialized. sp_diskdefault marks these devices in sysdevices as default
devices. Whenever users create (or alter) databases without specifying a
database device, new disk spaceis allocated from the pool of default disk
space.

The syntax for sp_diskdefault is:
sp_diskdefault logicalname, {defaulton | defaultoff}

You are most likely to use the defaultoff option to remove the master device
from the pool of default space:

sp_di skdefault master, defaultoff

The following command makes sprocdev, the device that holds the
sybsystemprocs database, a default device:

sp_di skdefault sprocdev, defaulton

Adaptive Server can have multiple default devices. They are used in the
order in which they appear in the sysdevices table (that is, alphabetical
order). When the first default deviceisfilled, the second default deviceis
used, and so on.

Note After initializing a set of database devices, you may want to assign
them to specific databases or database objects rather than adding them to
the default pool of devices. For example, you may want to make sure a
table never grows beyond the size of a particular device.

Choosing default and nondefault devices

sp_diskdefault lets you plan space usage carefully for performance and
recovery, while allowing users to create or alter databases.

M ake sure these devices are not default devices:

»  The master device (use sp_diskdefault to set defaultoff after adding
user devices)

»  Thedevicefor sybsecurity

* Any deviceintended solely for logs
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«  Devices where high-performance databases reside, perhaps using
segments

You can use the device that holds sybsystemprocs for other user databases.

Note If you are using disk mirroring or segments, you should exercise
caution in deciding which devices you add to the default list with
sp_diskdefault. In most cases, devices that are to be mirrored or databases
that will contain objects placed on segments should all ocate devices
specifically, rather than being made part of default storage.
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This chapter describes creating and administering disk mirrors.

Topics convered in this chapter include:

Topic Page
What's disk mirroring? 551
Deciding what to mirror 552
Disk mirroring commands 556
Disk mirroring tutorial 561

What's disk mirroring?

Disk mirroring can provide nonstop recovery in the event of media
failure. The disk mirror command causes an Adaptive Server database
device to be duplicated, that is, al writesto the device are copied to a
separate physical device. If one device fails, the other contains an up-to-
date copy of all transactions.

When aread or write to amirrored device fails, Adaptive Server
“unmirrors’ the bad device and displays error messages. Adaptive Server
continues to run unmirrored.
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Deciding what to mirror
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When deciding to mirror adevice, you must weigh such factors asthe
costs of system downtime, possibl e reduction in performance, and the cost
of storage media. Reviewing these issues will help you decide what to
mirror—just the transaction logs, al devices on a server, or selected
devices.

Note You cannot mirror a dump device.

You should mirror all default database devices so that you are protected if
acreate Or alter database command affects adatabase devicein the default
list.

In addition to mirroring user database devices, you should always put their
transaction logs on a separate database device. You can also mirror the
database device used for transaction logs for even greater protection.

To put a database's transaction log (that is, the system table syslogs) on a
different device than the one on which the rest of the database is stored,
name the database device and thelog device when you create the database.
You can also use alter database to add a second device and then run the
system procedure sp_logdevice.

Here are three exampl esthat involve different cost and performance trade-
offs:

e Speed of recovery — you can achieve nonstop recovery when the
master and user databases (including logs) are mirrored and can
recover without the need to reload transaction logs.

e Sorage space —immediate recovery requires full redundancy (all
databases and logs mirrored), which consumes disk space.

e Impact on performance — Mirroring the user databases (as shown in
Figure 17-2 and Figure 17-3) increases the time needed to write
transactions to both disks.
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Mirroring using minimal physical disk space

Figure 17-1 illustrates the “ minimum guaranteed configuration” for
database recovery in case of hardware failure. The master device and a
mirror of the user database transaction log are stored in separate partitions
on one physical disk. The other disk storesthe user database and its
transaction log in two separate disk partitions.

If the disk with the user database fails, you can restore the user database
on anew disk from your backups and the mirrored transaction log.

If the disk with the master device fails, you can restore the master device
from a database dump of the master database and remirror the user
database’s transaction log.

Figure 17-1: Disk mirroring using minimal physical disk space

User Master
database device

. Mirror of
Transaction transaction
logs logs

This configuration minimizes the amount of disk storage required. It
provides for full recovery, even if the disk storing the user database and
transaction log is damaged, because the mirror of the transaction log
ensures full recovery. However, this configuration does not provide
nonstop recovery because the master and user databases are not being
mirrored and must be recovered from backups.

Mirroring for nonstop recovery

Figure 17-2 represents another mirror configuration. In this case, the
master device, user databases, and transaction log are all stored on
different partitions of the same physical device and are al mirrored to a
second physical device.
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The configuration in Figure 17-2 provides nonstop recovery from
hardware failure. Working copies of the master and user databases and log
on the primary disk are all being mirrored, and failure of either disk will
not interrupt Adaptive Server users.

Figure 17-2: Disk mirroring for rapid recovery
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With this configuration, all dataiswritten twice, once to the primary disk
and once to the mirror. Applications that involve many writes may be
slower with disk mirroring than without mirroring.

Figure 17-3 illustrates another configuration with a high level of
redundancy. In this configuration, all three database devices are mirrored,
but the configuration uses four disksinstead of two. This configuration
speeds performance during write transacti ons because the database
transaction log is stored on a different device from the user databases, and
the system can access both with less disk head travel.



CHAPTER 17 Mirroring Database Devices

Figure 17-3: Disk mirroring: keeping transaction logs on a separate
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Conditions that do not disable mirroring

Adaptive Server disablesamirror only when it encountersan I/O error on
amirrored device. For example, if Adaptive Server triesto write to a bad
block on the disk, the resulting error disables mirroring for the device.
However, processing continues without interruption on the unaffected
mirror.

The following conditions do not disable a mirror:

¢ Anunused block on adeviceis bad. Adaptive Server does not detect
an 1/O error and disables mirroring until it accesses the bad block.
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e Dataon adevice isoverwritten. This might happen if amirrored
deviceis mounted asa UNIX file system, and UNIX overwrites the
Adaptive Server data. This causes database corruption, but mirroring
is not disabled, since Adaptive Server would not encounter an 1/0
error.

e Incorrect datais written to both the primary and secondary devices.

e Thefile permissions on an active device are changed. Some System
Administrators may try to test disk mirroring by changing
permissions on one device, hoping to trigger 1/0 failure and unmirror
the other device. But the UNIX operating system does not check
permissions on adevice after opening it, so the I/O failure does not
occur until the next time the device is started.

Disk mirroring is not designed to detect or prevent database corruption.
Some of the scenarios described can cause corruption, so you should
regularly run consistency checkssuch asdbcc checkalloc and dbcc checkdb
on all databases. See Chapter 25, “ Checking Database Consistency,” for
adiscussion of these commands.

Disk mirroring commands
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The disk mirror, disk unmirror, and disk remirror commands control disk
mirroring. All the commands can beissued whilethe devicesarein use, so
you can start or stop database device mirroring while databases are being
used.

Note The disk mirror, disk unmirror, and disk remirror commands alter the
sysdevices table in the master database. After issuing any of these
commands, you should dump the master database to ensure recovery in
case master is damaged.




CHAPTER 17 Mirroring Database Devices

Initializing mirrors

disk mirror starts disk mirroring. Do not initialize the mirror device with
disk init. A database deviceand itsmirror constitute onelogical device. The
disk mirror command addsthe mirror nameto the mirrorname columninthe
sysdevices table.

Note To retain use of asynchronous /O, always mirror devicesthat are
capable of asynchronous 1/0O to other devices capable of asynchronous
I/0. In most cases, this means mirroring raw devices to raw devices and
operating system files to operating system files.

If the operating system cannot perform asynchronous I/O on files,
mirroring araw deviceto aregular file produces an error message.
Mirroring aregular file to araw device will work, but will not use
asynchronous |/0.

Here is the disk mirror syntax:

disk mirror
name = "device_name" ,
mirror = "physicalname”
[, writes = { serial | noserial }]

Thedevice_nameisthe name of the device that you want to mirror, asitis
recorded in sysdevices.name (by disk init). Usethe mirror =* physicalname”
clauseto specify the path to the mirror device, enclosed in single or double
quotes. If the mirror deviceisafile, “ physicalname” must unambiguously
identify the path where Adaptive Server will create the file; it cannot
specify the name of an existing file.

On systemsthat support asynchronous 1/O, the writes option allowsyou to
specify whether writes to the first device must finish before writesto the
second device begin (serial) or whether both 1/0 requests are to be queued
immediately, one to each side of the mirror (noserial). In either casg, if a

write cannot be completed, the 1/O error causes the bad device to become
unmirrored.

serial writes are the default. The writesto the devices take place
consecutively, that is, the first one finishes before the second one starts.
serial writes provide protection in the case of power failures: one write
may be garbled, but both of them will not be. serial writes are generally
slower than noserial writes.
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In the following example, tranlog isthe logical device name for araw
device. Thetranlog devicewasinitialized with disk init and isbeing used as
atransaction log device (asin create database...log on tranlog). The
following command mirrors the transaction log device:

disk mrror
nane = "tranl og",
mrror = "/dev/rxyle"

Unmirroring a device

Disk mirroring is automatically deactivated when one of the two physical
devicesfails. When aread or write to amirrored device is unsuccessful,
Adaptive Server prints error messages. Adaptive Server continuesto run,
unmirrored. You must remirror the disk to restart mirroring.

Use the disk unmirror command to stop the mirroring process during
hardware maintenance:
disk unmirror

name = "device_name"

[, side = { "primary" | secondary }]

[, mode = { retain | remove }]
The side option to the disk unmirror command allows you to specify which
side of the mirror to disable. primary (in quotes) isthe devicelisted in the
name column of sysdevices; secondary (no quotes required) is the device
listed in the mirrorname column of sysdevices. secondary is the default.

The mode option indicates whether the unmirroring process should be
temporary (retain) or permanent (remove). retain is the default.

Temporarily deactivating a device
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By default (mode=retain), Adaptive Server temporarily deactivates the
specified device; you canreactivateit later. Thisissimilar to what happens
when a device fails and Adaptive Server activates its mirror:

e |/Oisdirected only at the remaining device of the mirrored pair.

*  Thestatus column of sysdevices is altered to indicate that the
mirroring feature has been deactivated.

e Theentriesfor primary (phyname) and secondary (mirrorname) disks
are unchanged.
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Permanently disabling a mirror

Use mode=remove to disable disk mirroring. This option eliminates all
referencesin the system tables to amirror device, but does not remove an
operating system file that has been used as a mirror.

If you set mode=remove:

»  Thestatus columnisaltered to indicate that the mirroring featureisto
be ignored.

»  Thephyname columnisreplaced by the name of the secondary device
in the mirrorname column if the primary deviceis the one being
deactivated.

e The mirrorname column is set to NULL.

Effects on system tables

The mode option changes the status column in sysdevices to indicate that
mirroring has been disabled (see Table 16-2 on page 548). Its effects on
the phyname and mirrorname columnsin sysdevices depend on the side
argument also, as shown in Table 17-1

Table 17-1: Effects of mode and side options to the disk mirror

command
side
primary secondary
remove Namein mirrorname moved [ Namein mirrorname
to phyname and mirrorname | removed; status
mode set to null; status changed changed
retain Names unchanged; status changed to indicate which
deviceis being deactivated

This exampl e suspends the operation of the primary device:

di sk unmrror
nane = "tranl og",
side = "primry"

Restarting mirrors

Use disk remirror to restart amirror process that has been suspended dueto
adevice failure or with disk unmirror. The syntax is:
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waitfor mirrorexit

disk remirror
name = "device_name"

This command copies the database device to its mirror.

Since disk failure can impair system security, you can include the waitfor
mirrorexit command in an application to perform specific taskswhen adisk
becomes unmirrored:

begin
waitfor mrrorexit
commands to be executed
end

The commands depend on your applications. You may want to add certain
warnings in applications that perform updates or use sp_dboption to make
certain databases read-only if the disk becomes unmirrored.

Note Adaptive Server knows that a device has become unmirrored only
when it attempts I/O to the mirror device. On mirrored databases, this
occursat acheckpoint or when the Adaptive Server buffer must bewritten
to disk. On mirrored logs, 1/0 occurs when a process writes to the log,
including any committed transaction that performs data modification, a
checkpoint, or a database dump.

waitfor mirrorexit and the error messages that are printed to the console and
error log on mirror failure are activated only by these events.

Mirroring the master device

If you choose to mirror the device that contains the master database, in a
UNIX environment, you need to edit the runserver file for your Adaptive
Server so that the mirror device starts when the server boots.

On UNIX, add the -r flag and the name of the mirror device:

dat aserver -d /dev/rsdif -r /dev/rsOe -e/sybase/install/errorlog
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For information about mirroring the master device on Windows NT, see
the Utility Guide.
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Getting information about devices and mirrors

For areport on all Adaptive Server devices on your system (user database
devices and their mirrors, as well as dump devices), execute
sp_helpdevice.

Disk mirroring tutorial

Step 1

nane phyname
t est

Step 2

nane phynane
t est

Step 3

The following steps illustrate the use of disk mirroring commands and
their effect on selected columns of master..sysdevices. The status humber
and its hexidecimal equivalent for each entry in sysdevices arein
parathesis:

Initialize a new test device using:

disk init nane = "test",
physnane = "/usr/sybase/test.dat",
si ze=5120

Thisinserts the following values into columns of master..sysdevices:

m rrornane st at us

[ usr/sybase/test. dat NULL 16386

Status 16386 indicates that the device is a physical device (2,
0x00000002), and any writes areto a UNIX file (16384, 0x00004000).

Since the mirrorname column is null, mirroring is not enabled on this
device.

Mirror the test device using:

disk mrror nane = "test",
mrror = "/usr/sybase/test. mr"

This changes the master..sysdevices columns to:

m rrorname stat us

/usr/sybase/test.dat /usr/sybase/test.mr 17122

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080), and
writes are mirrored to a UNIX file device (16384, 0x00004000), the
deviceis mirrored (64, 0x00000040), and serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Disable the mirror device (the secondary side), but retain that mirror:
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disk unmrror name = "test",
side = secondary, nbde = retain
name phynane m rrorname st at us

test /Jusr/sybase/test.dat /usr/sybase/test.mr 18658

Status 18658 indicates that the device is mirrored (64, 0x00000040), and
the mirror device hasbeen retained (2048, 0x00000800), but mirroring has
been disabled (512 hit off), and only the primary device is used (256 bit
off). Reads are mirrored (128, 0x00000080), and writes are mirrored to a
UNIX file (16384, 0x00004000) and are in serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Step 4 Remirror the test device:
disk remrror nane = "test"
This resets the master..sysdevices columns to:

name phynane ni rrorname st at us
test /Jusr/sybase/test.dat /usr/sybase/test.mr 17122

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080), and
writes are mirrored to a UNIX file device (16384, 0x00004000), the
deviceis mirrored (64, 0x00000040), and serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Step 5 Disable the test device (the primary side), but retain that mirror:

disk unmrror nane = "test",
side = "primary", nobde = retain

This changes the master..sysdevices columns to:

name phynane mi rrorname stat us
test /Jusr/sybase/test.dat /usr/sybase/test.nmr 16866

Status 16866 indicates that the device is mirrored (64, 0x00000040), but
mirroring has been disabled (512 hit off) and that only the secondary
deviceisused (256, 0x00000100). Readsare mirrored (128, 0x00000080),
and writes are mirrored to a UNIX file (16384, 0x00004000), and arein
serial (32, 0x00000020). The device isa physical disk (2, 0x00000002).

Step 6 Remirror the test device:
disk remirror nane = "test"
This resets the master..sysdevices columns to:

name phynane m rrorname status
test /usr/sybase/test.dat /usr/sybase/test.mr 17122
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Step 7

nane phyname

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080), and
writes are mirrored to a UNIX file device (16384, 0x00004000), the
deviceis mirrored (64, 0x00000040), and serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Disable the test device (the primary side), and remove that mirror:

disk unmirror nane = "test", side = "prinmary",
node = renove

This changes the master..sysdevices columns to:

m rrornane

st at us
test /usr/sybase/test.mr NULL 16386
Status 16386 indicates that the device isa physical device (2,
0x00000002), and any writes areto a UNIX file (16384, 0x00004000).
Since the mirrorname column is null, mirroring is not enabled on this
device.
Step 8 Remove the test device to complete the tutorial:

sp_dropdevi ce test

Thisremoves all entriesfor the test device from master..sysdevices.
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Configuring Memory

This chapter describes how Adaptive Server uses memory and explains
how to maximize the memory available to Adaptive Server on your
system.

Topics covered in this chapter include:

Topic Page
Determining memory availability for Adaptive Server 565
How Adaptive Server uses memory 569
System procedures for configuring memory 579
Major uses of Adaptive Server memory 584
Other parameters that use memory 589

Determining memory availability for Adaptive Server

The more memory that is available, the more resources Adaptive Server
has for internal buffers and caches. Having enough memory available for
caches reduces the number of times Adaptive Server hasto read data or
procedure plans from disk.

There is no performance penalty for configuring Adaptive Server to use
the maximum amount of memory available on your computer. However,
be sure to assess the other memory needs on your system first, and then
configure the Adaptive Server to use only the remaining memory that is
till available. Adaptive Server may not be ableto start if it cannot acquire
the memory for which it is configured.

To determine the maximum amount of memory available on your system
for Adaptive Server:

1 Determinethe total amount of physical memory on your computer
system.

2  Subtract the memory required for the operating system from the total
physical memory.

565



How Adaptive Server allocates memory

3 Subtract the memory required for Backup Server, Monitor Server, or
other Adaptive Server-related software that must run on the same
machine.

4  If themachineis not dedicated to Adaptive Server, also subtract the
memory requirements for other system uses.

For example, subtract the memory that will be used by any client
applications that will run on the Adaptive Server machine.
Windowing systems, such as X Windows, requirealot of memory and
can interfere with Adaptive Server performance when used on the
same machine as Adaptive Server.

The memory left over after subtracting requirements for the operating
system and other applicationsis the total memory available for Adaptive
Server. The value of the max memory configuration parameter specifies
the maximum amount of memory to which Adaptive Server is
configurable. See “ Configuration parameters that affect memory
allocation” on page 572 for information about Configure Adaptive Server
to use this memory.

How Adaptive Server allocates memory
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All database object pagesare sized in terms of thelogical pagesize, which
you specify when you build a new master device. All databases— and all
objectsin every database— use the same logical page size. The size of
Adaptive Server'slogical pages (2, 4, 8, or 16K) determines the server’s
space alocation. Each allocation page, object allocation map (OAM)
page, data page, index page, text page, and so on are built on alogical
page. For example, if thelogical page size of Adaptive Server is8K, each
of these page types are 8K in size. All of these pages consume the entire
size specified by the size of the logical page. Larger logical pages allow
you to create larger rows, which can improve your performance because
Adaptive Server accesses more data each time it reads a page. For
example, a16K page can hold 8 timesthe amount of dataasa 2K page, an
8K page holds 4 times as much data as a 2K page, and so on, for all the
sizesfor logical pages.

Thelogical page size is a server-wide setting; you cannot have databases
with varying size logical pages within the same server. All tables are
appropriately sized so that the row sizeisno greater than the current page
size of the server. That is, rows cannot span multiple pages.
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Regardless of the logical page sizeit is configured for, Adaptive Server
allocates space for objects (tables, indexes, text page chains) in extents,
each of which iseight logical pages. That is, if a server is configured for
2K logical pages, it allocates one extent, 16K, for each of these objects; if
aserver isconfigured for 16K logical pages, it allocates one extent, 128K,
for each of these objects.

Thisisaso true for system tables. If your server has many small tables,
space consumption can be quite large if the server uses larger logical
pages. For example, for a server configured for 2K logical pages,
systypes—with approximately 31 short rows, a clustered and a non-
clustered index—reserves 3 extents, or 48K of memory. If you migratethe
server to use 8K pages, the space reserved for systypes is still 3 extents,
192K of memory. For aserver configured for 16K, systypes requires 384K
of disk space. For small tables, the space unused in the last extent can
become significant on servers using larger logical page sizes.

Databases are also affected by larger page sizes. Each database includes
the system catal ogs and their indexes. If you migrate from asmaller to
larger logical page size, you must account for the amount of disk space
each database requires. Table 18-1 lists the minimum size for a database
on each of the logical page sizes.

Table 18-1: Minimum database sizes

Logical page Minimum database
size size

2K 2MB

4K 4MB

8K 8MB

16K 16MB

Note that the logical page size is not the same as the memory allocation
page size. Memory allocation page sizeisalways 2K, regardless of logical
pagesize, which can be 2, 4, 8, or 16K. Most memory related configure
parameters use units of 2K for their memory pagesize. These
configuration parameter include:

e max memory
e total logica memory
e total physical memory
e procedure cache size

e sizeof process object heap
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e size of shared class heap
» sizeof global fixed heap

Disk space allocation

Note that the logical page size is not the same as the memory allocation
page size. Thisisthe unit in which disk space is alocted, and Adaptive
Server alocted this space in 2K pages. Some of the configuration
parameters use this 2K page size for their alcation units.

Larger logical page sizes and buffers
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Adaptive Server allocates buffer poolsin units of logical pages. For
example, on aserver using 2K logical pages, 8VIB are allocated to the
default data cache. This constitutes approximately 2048 buffers. If you
allocated the same 8M B for the default data cache on aserver using a 16K
logical page size, the default data cache is approximately 256 buffers. On
abusy system, thissmall number of buffers might result in abuffer aways
being in the wash region, causing a slowdown for tasks requesting clean
buffers. In general, to obtain the same buffer management characteristics
on larger pagesizesaswith 2K logical page sizes, you should scalethesize
of the cachesto the larger page size. So, if you increase your logical page
size by four times, your cache and pool sizes should be about four times
larger aswell.

Adaptive Server typically alocates memory dynamically and allocates
memory for row processing asit needsit, allocating the maximum size for
these buffers, even if large buffers are unnecessary. These memory
management requests may cause Adaptive Server to have amarginal loss
in performance when handling wide-character data.
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Heap memory

A heap memory pool is an internal memory pool created at startup that
tasks useto dynamically allocate memory as needed. Thismemory pool is
used by tasksthat requirs alot of memory from the stack, such astasksthat
use wide columns. For example, if you make awide column or row
change, the temporary buffer thistask uses can be aslarger as 16K, which
istoo bigto allocate from the stack. Adaptive Server dynamically allocates
and frees memory during the task’s run time. The heap memory pool
dramatically reduces the pre-declared stack size for each task while also
improving the efficiency of memory usagein the server. The heap memory
thetask usesisreturned to the heap memory pool when the task isfinished.

Set the heap memory with the heap memory per user configuration
parameter.

The size of the memory pool depends on the number of user connections.
Sybase recommends that you set heap memory per user to three timesthe
size of your logical page.

How Adaptive Server uses memory

Memory exists in Adaptive Server as total logical or physical memory:

e Total logical memory —isthe sum of the memory required for all the
sp_configure parameters. The total logical memory is required to be
available, but may or may not bein use at a given moment. The total
logical memory value may change dueto changesin theconfiguration
parameter values.

¢ Total physical memory —isthe sum of al shared memory segmentsin
Adaptive Server. That is, total physical memory is the amount of
memory Adaptive Server uses at agiven moment. You can verify this
value with the read-only configuration parameter total physical
memory. The value of total physical memory can only increase because
Adaptive Server does not shrink memory pools once they are
allocated. You can decrease the amount of total physical memory by
changing the configuration parameters and restarting Adaptive
Server.

When Adaptive Server starts, it allocates memory for:
«  Memory used by Adaptive Server for nonconfigurable data structures
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total
logical
memory
is 10MB
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Memory for all user-configurable parameters, including the data
cache, the procedure cache, and the default data cache.

Figure 18-1 illustrates how Adaptive Server allocates memory as you
change some of the memory configuration parameters:

Figure 18-1: How Adaptive Server handles memory configuration
changes
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When a 2M B worker process pool is added to the Adaptive Server
memory configuration, the procedure and data caches maintain their
originally configured sizes; 1.6M B and 5.3M B, respectively. Because max
memory iS 5MB larger than the total logical memory size, it easily absorbs
the added memory pool. If the new worker process pool bringsthe size of
the server above the limit of max memory, any command you issue to
increase the worker process pool fails. If this happens, the total logical
memory required for the new configurationisindicated inthe sp_configure
failure message. Set the value of max memory to a value greater than the
total logical memory required by the new configuration. Then retry your
sp_configure request.
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Thesize of thedefault data cache and the procedure cache has asignificant
impact on overall performance. See Chapter 14, “Memory Use and
Performance,” in the Performance and Tuning Guide for
recommendations on optimizing procedure cache size.

How much memory does Adaptive Server need?

The total memory Adaptive Server requiresto start is the sum of all
memory configuration parameters plus the size of the procedure cache
plusthe size of the buffer cache, where the size of the procedure cache and
the size of the buffer cache are expressed in round numbers rather than in
percentages. The procedure cache size and buffer cache size do not depend
onthetotal memory you configure. You can configure the procedure cache
size and buffer cache size independently. Use sp_cacheconfig to abtain
information such as the total size of each cache, the number of poolsfor
each cache, the size of each pool, and so on.

Use sp_configure to determine the total amount of memory Adaptive
Server isusing at a given moment. For example:

1> sp_configure "total |ogical nenory"

Par amet er Nane Def aul t Menmory Used Config Val ue Run Val ue
Uni t Type

total |ogical nmenory 33792 127550 63775 63775
menory pages(2k) read-only

Thevaluefor the Memory Used column is represented in kilobytes, while
the value for the Config Value column is represented in 2K pages.

The config value indicates the total logical memory Adaptive Server uses
whileit is running. The run value column shows the total logical memory
being consumed by the current Adaptive Server configuration. You will
see adifferent output if you run this example because no two Adaptive
Servers are likely to be configured in exactly the same fashion.

For more information about sp_configure please see “ Sybase Adaptive
Server Enterprise Reference Manual Volume 3: Procedures’ .
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If you are upgrading

If you upgrade to release 12.5 Adaptive Server or higher, pre-12.5
Adaptive Server configuration values for total logical memory, procedure
cache percent, and min online engines are used to calculate the new values
for procedure cache size and number of engines at startup. Adaptive Server
computes the size of the default data cache during the upgrade and writes
thisvalueto the configuration file. If the computed sizes of the data cache
or procedure cache are less than the default sizes, they are reset to the
default. During the upgrade, max memory is set to the value of total logical
memory specified in the configuration file.

You should reset the value of max memory to comply with the resource
requirements.

You can use the verify option of sp_configure to verify any changes you
make to the configuration file without having to restart Adaptive Server.
The syntax is:

sp_configure “configuration file”, 0, “verify”, “full_path_to_file”

Configuration parameters that affect memory

allocation

max memory
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When setting Adaptive Server’'s memory configuration, you specify each
memory requirement with an absolute value, using sp_configure. You also
specify the size of the procedure and default data caches in an absolute
value.

There are three configuration parameters that affect the way in which
memory is alocated. They are:

The configuration parameter max memory alows you to establish a
maximum setting for the amount of memory you can allocate to Adaptive
Server. Setting max memory to adightly larger value than immediately
necessary provides extramemory that is utilized when Adaptive Server's
memory needs are increased.

The way Adaptive Server alocates the memory specified by max memory
depends on how you configure allocate max shared memory and dynamic
allocation on demand.
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allocate max shared Theallocate max shared memory parameter allowsyouto either allocate all

memory the memory specified by max memory at start-up or to allocate only the
memory required by the total logical memory specification during start-
up.

On some platforms, if the number of shared memory segments allocated
to an application is more than an optimal, platform-specific number, it
could result in performance degradation. If this occurs, set max memory
to the maximum amoun available for ASE. Set allocate max shared
memory to one and reboot the server. This ensuresthat all the memory for
max memory will be allocated by ASE during boot time with the least
number of segments.

For example, if you set allocate max shared memory to O (the default) and
max memory to 500M B, but the server configuration only requires 100MB
of memory at start-up, Adaptive Server allocates the remaining 400MB
only when it requires the additional memory. However, if you set allocate
max shared memory to 1, Adaptive Server allocates the entire 500MB
when it starts.

The advantage of allocating all the memory at start-up, by setting allocate
max shared memory to 1, isthat thereisno performance degradation while
the server isreadjusting for the additional memory. However, if you do not
predict memory growth properly, and max memory is set to alarge value,
you may be wasting physical memory. Since you cannot dynamically
decrease memory configuration parameters, it isimportant that you take
into account other memory requirements.

dynamic allocation on dynamic allocation on demand allows you to determine whether your

demand memory resources are allocated as soon as they are requested or only as
they are needed. Setting dynamic allocation on demand to 1 allocates
memory changes as needed, and setting it to 0 allocates the configured
memory requested in the memory configuration change at the time of the
memory reconfiguration.

For example, if you set the value of dynamic allocation on demand to 1 and
you change number of user connections to 1024, the total logical memory
is 1024 multiplied by the amount of memory per user. If the amount of
memory per user is 112K, then the memory for user connectionsis112MB
(1024 x 112).

Thisis the maximum amount of memory that the number of user
connections configuration parameter is allowed to use. However, if only
500 users are connected to the server, the amount of total physical memory
used by the number of user connections parameter is 56MB (500 x 112).
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Now assume the value of dynamic allocation on demand is O; when you
change number of user connections to 1024, all user connection resources
are configured immediately.

Optimally, you should organize Adaptive Server's memory so that the
amount of total physical memory is less than the amount of total logical
memory, which islessthan the max memory. Thiscan be achieved, in part,
by setting the value of dynamic allocation on demand to 1, and setting the
value of allocate max shared memory to 0.

Dynamically allocating memory
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Adaptive Server allocates physical memory dynamically. This allows
users to change the memory configuration of Adaptive Server without
restarting the server.

Note Adaptive Server allocates memory dynamically; however, it does
not decrease memory dynamically. It isimportant that you accurately
assessthe needs of your system, because you may need to restart the server
if you decrease the memory configuration parameters and want to release
previously used physical memory. See“ Dynamically decreasing memory
configuration parameters’ on page 575 for more information.

Consider changing the value of the max_memory configuration parameter:
e When you change the amount of RAM on your machine
e When the pattern of use of your machine changes

*  When the configuration fails because max_memory isinsufficient.
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If Adaptive Server cannot start

When Adaptive Server starts, it must acquire the full amount of memory
set by total logical memory from the operating system. If Adaptive Server
cannot start becauseit cannot acquire enough memory, reduce the memory
requirements by reducing the values for the configuration parameters that
consume memory. You may also need to reduce the values for other
configuration parameters that require large amounts of memory. Then
restart Adaptive Server to use the new values. See Chapter 5, “ Setting

Configuration Parameters,” for information about using configuration
files.

Dynamically decreasing memory configuration parameters

If you reset memory configuration parameters to alower value, any
engaged memory will not be released dynamically. To see how the
changes in memory configuration are decreased, see Figure 18-2 and
Figure 18-3.

575



Dynamically allocating memory

total
logical
memory
ends her

total
physical
memory

total
logical
memory

y

max memory

576

Figure 18-2: dynamic allocation on demand set to 1 with no new
user connections
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In Figure 18-2, because dynamic allocation on demand is set to 1, memory
isnow used only when there is an event that triggers aneed for additional
memory use. In this example, such an event would be arequest for
additional user connections, when aclient attemptsto log into Adaptive

Server.

You may decrease number of user connections to a number that is greater
than or equal to the number of user connetions actually allocated, because,
with dynamic allocation on demand set to 1, and without an actual increase
in user connection request, no additional memory is required from the

server.
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Figure 18-3: dynamic allocation on demand set to 1, with new user
connections logged on
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Figure 18-3 assumes that each of the additional 50 user connectionsis
actually used. You cannot decrease number of user connections, because
the memory isin use. You can use sp_configure to specify a changeto
memory configuration parameters, but this change will not take place until
the server isrestarted.
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Figure 18-4: dynamic allocation on demand setto 0
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Note Intheory, when dynamic allocation on demand iSset to O, there should
be no difference between total logical and physical memory. However,
there are some discrepancies in the way that Adaptive Server estimates
memory needs, and the way in which memory is actually required for
usage. For this reason, you may see a difference between the two during
runtime.

When dynamic allocation on demand is set to 0, al configured memory
requirementsareimmediately allocated. You cannot dynamically decrease
memory configuration.
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In Figure 18-3 and Figure 18-4, users can change the memory
configuration parameter values to any smaller, valid value. While this
change does not take place dynamically, it disallows new memory use. For
example, if you have configured number of user connections to allow for
100 user connections and then change that value to 50 user connections, in
the situations represented by Figure 18-3 and Figure 18-4 you can
decrease the number of user connections value back to 50. This change
does not effect the memory used by Adaptive Server until after the server
isrestarted, but it prevents any new users from logging onto the server.

System procedures for configuring memory

The three system procedures that you need to use while configuring
Adaptive Server memory are:

* sp_configure
* sp_helpconfig

* sp_monitorconfig

Using sp_configure to set configuration parameters

The full syntax and usage of sp_configure and details on each
configuration parameter are covered in Chapter 5, “ Setting Configuration
Parameters.” Therest of this chapter discusses issues pertinent to
configuring the parameters that use Adaptive Server memory.

Execute sp_configure, specifying “Memory Use,” to see these parameter
settings on your server.

sp_configure "Menory Use"

A “#" inthe“Memory Used” column indicates that this parameter isa
component of another parameter and that its memory useisincludedin the
memory usefor the other component. For example, memory used for stack
size and stack guard size contributes to the memory requirementsfor each
user connection and worker process, so the value isincluded in the
memory required for number of user connections and for number of worker
processes, if thisis more than 200.
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Some of the valuesin thislist are computed values. They cannot be set
directly with sp_configure, but are reported to show where memory is

allocated. Among the computed values is total data cache size.

How much memory is available for dynamic growth?

Issueing sp_configure memory displays all of the memory parameters and
determinesthe difference between max memory and total logical memory,
which isthe amount of memory available for dynamic growth. For

example:

1> sp_configure menory
Msg 17411, Level 16, State 1:
Procedure 'sp_configure', Line

187:

Configuration option is not unique.

Par anet er Nane
Uni t Type

addi ti onal network nenory

byt es dynami c
al | ocate max shared nenory
switch dynami c
heap nenory per user

byt es dynami c

| ock shared nenory

switch static
max menory

menory pages( 2k) dynami c
menory al i gnment boundary

byt es static
nmenory per worker process

byt es dynami c
shared nenory starting address
not applicable static
total |ogical nenory

nmenory pages( 2k) read-only
total physical menory

menory pages( 2k) read-only

Def aul t

4096

33792

16384

1024

33792

Menory Used Config Val ue Run Val ue

0

300000

0

4

0

110994

97656

4096

0

150000

16384

1024

0

55497

4096

0

150000

16384

1024

0

55497

48828

An addi tional 189006 K bytes of nmenory is available for reconfiguration. This is
the difference between 'max menory’ and 'total |ogical
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Using sp_helpconfig to get help on configuration parameters

sp_helpconfig estimates the amount of memory required for agiven
configuration parameter and value. It also provides a short description of
the parameter, information about the minimum, maximum, and default
valuesfor the parameter, the run value, and the amount of memory used at
the current run value. sp_helpconfig is particularly useful if you are
planning substantial changesto a server, such as loading large, existing
databases from other servers, and you want to estimate how much memory
is needed.

To see how much memory is required to configure a parameter, enter
enough of the parameter name so that it isaunique name and the value you
want to configure:

sp_hel pconfig "worker processes", "50"

nunber of worker processes i s the maxi numnunber of worker processes that can be
in use Server-wi de at any one tine.

M ni mum Val ue Maxi num Val ue Def aul t Val ue Current Val ue Merory Used
Uni t Type

0 2147483647 0 0 0

nunber dynami c

Configuration paranmeter, ’'nunber of worker processes’, will consune 7091K of

menory if configured at 50.
Changi ng t he val ue of ’'nunber of worker processes’ to '50" increases the anmount
of menory ASE uses by 7178 K

You can also use sp_helpconfig to determine the value to use for
sp_configure, if you know how much memory you want to allocate to a
specific resource:

sp_hel pconfig "user connections", "5M
nunmber of user connections sets the maxi mum nunber of user connections that can
be connected to SQ. Server at one tine.

M ni mum Val ue Maxi num Val ue Default Val ue Current Val ue Mermory Used
Uni t Type

5 2147483647 25 25 3773

nunber dynami c

Configuration paraneter, 'nunber of user connections’, can be configured to 33
to fit in 5Mof nenory.
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Theimportant difference between the syntax of thesetwo statementsisthe
use of aunit of measurein the second exampl eto indicate to the procedure
that the value is a size, not a configuration value. The valid units of
measure are;

e P —pages, (Adaptive Server 2K pages)
e K—kilobytes

e M-megabytes

G -—gigabytes

There are some cases where the syntax does not make sense for the type
of parameter, or where Adaptive Server isnot ableto cal culate the memory
use. sp_helpconfig prints an error message in these cases. For example if
you attempt to specify a size for a parameter that toggles, such as allow
resource limits, sp_helpconfig printsthe messagethat describesthefunction
of the parameter for all the configuration parameters that do not use
memory.

Using sp_monitorconfig to find metadata cache usage statistics

sp_monitorconfig displays metadata cache usage statisticson certain shared
server resources, including:

»  Thenumber of databases, objects, and indexesthat can be open at any
onetime

e Thenumber of auxiliary scan descriptors used by referential integrity
queries

e The number of free and active descriptors
»  The percentage of active descriptors

e The maximum number of descriptors used since the server was last
started

»  Thecurrent size of the procedure cache and the amount actually used.

For example, suppose you have configured the number of open indexes
configuration parameter to 500. During a peak period, you can run
sp_monitorconfig as follows to get an accurate reading of the actual
metadata cache usage for index descriptors. For example:

sp_nonitorconfig "nunber of open indexes"
Usage information at date and tine: Aug 14 1997 8: 54AM
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Nane # Free # Active % Active # Max Ever Used Re- used
nunber of open 217 283 56. 60 300 No
obj ects

In this report, the maximum number of open indexes used since the server
was last started is 300, even though Adaptive Server isconfigured for 500.
Therefore, you can reset the number of open indexes configuration
parameter to 330, to accommodate the 300 maximum used index
descriptors, plus space for 10 percent more.

You can a'so determine the current size of the procedure cache with
sp_monitorconfig procedure cache size parameter. This parameter
describes the amount of space in the procedure cacheis currently
configured for and the most it has ever actually used. For example, the
procedure cache in the following server is configured for 20,000 pages:

1> sp_rmonitorconfig "procedure cache size"
opti on_nane config_val ue run_val ue

procedur e cache size 3271 3271

However, when you run sp_montorconfig “procedure cache size”, you find
that the most the procedure cache has ever used is 14241 pages, which
means that you can lower the run value of the procedure cache, saving
memory:

1> sp_monitorconfig "procedure cache size"
Usage information at date and time: May 1 2001 10: 30AM
Nare # Free # Active % Acti ve # Max Ever

Used Re-used

procedur e cache size 5878 14122 70. 61 14241
No
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Major uses of Adaptive Server memory

This section discusses configuration parameters that use large amounts of
Adaptive Server memory and those that are commonly changed at alarge
number of Adaptive Server installations. These parameters should be
checked by System Administrators who are configuring an Adaptive
Server for the first time. System Administrators should review these
parameters when the system configuration changes, after upgrading to a
new release of Adaptive Server, or when making changes to other

configuration variables that use memory.

Configuration parametersthat use less memory, or that arelessfrequently
used, are discussed in “ Other parameters that use memory” on page 589.

Adaptive Server executable code and overhead

The size of the executable code is included in the value for total logical
memory. The size of the executable code plus overhead varies by platform
and release, but generally rangesfrom 6M B to 8MB. To determinethesize
of the Adaptive Server executable and overhead for your platform, use
sp_configure to display the value of the executable codesize + overhead
configuration parameter. See “ executable codesize + overhead” on page

141 for more information.

When you enable Component Integration Services with the enable cis
configuration parameter and then restart Adaptive Server, the size of the
executable code and overhead increases. Other Component Integration
Services configuration parameters use memory from the general pool of

memory.

Data and procedure caches

Asexplained in “How Adaptive Server uses memory” on page 569, you
specify the size of the data and procedure caches. Having sufficient data
and procedure cache space is one of the most significant contributors to

performance. This section explainsthe detail s between the two cachesand

how to monitor cache sizes.
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Determining the procedure cache size

procedure cache size specifies the size of your procedure cache in 2K
pages, regardless of the server’slogical page size. For example:

sp_configure “procedure cache size”
1> sp_configure "procedure cache size"

Par amet er Nane Def aul t Mermory Used Config Val ue
Run Val ue Uni t Type
procedur e cache size 3271 6914 3271

3271 nenory pages(2k) dynamc

The amount of memory used for the procedure cache is 8.248MB. To set
the procedure cache to a different size, issue the following:

sp_configure “procedure cache size”, new size
This example resets the procedure cache size to 10000 2K pages (20MB):

sp_configure “procedure cache size”, 10000

Determining the default data cache size

Both sp_cacheconfig and sp_helpcache display the current default data
cachein megabytes. For example, thefollowing showsan Adaptive Server
configured with 19.86MB of default data cache:

sp_cacheconfig

Cache Nane St at us Type Config Val ue Run Val ue
default data cache Active Def aul t 0.00 M 19. 86Mb
Tot al 0. 00Mo 19.86 M

Cache: default data cache, Status: Active, Type: Default
Config Size: 0.00 Mo, Run Size: 19.86 M
Config Replacement: strict LRU, Run Replacenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Si ze APF Per cent
2 Kb 4066 Kb 0.00 M 19.86 M 10
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Monitoring cache space

To change the default data cache, issue sp_cacheconfig, and specify
“default data cache.” For example, to change the default data cache to
25MB, enter:

sp_cacheconfig “default data cache”, “25M
You must restart Adaptive Server for this change to take effect.

The default data cache sizeis an absolute value, and the minimum sizefor
the cache size is 256 times the logical pagesize; for 2K, the minimum is
512K, for 16K, the minimum is4M. The default valueis8MB. During the
upgrade process, Adaptive Server sets the default data cache size to the
value of the default data cache in the configuration file.

You can check data cache and procedure cache space with sp_configure:

sp_configure "total data cache size"

Monitoring cache sizes using the errorlog

Procedure cache messages
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Another way to determine how Adaptive Server uses memory isto
examine the memory-related messages written to the error log when
Adaptive Server starts. These messages state exactly how much data and
procedure cache is allocated, how many compiled objects can residein
cache at any one time, and buffer pool sizes.

These messages provide the most accurate information regarding cache
allocation on Adaptive Server. As discussed earlier, the amount of
memory allocated for the procedure caches depends on the run value of the
procedure cache size configuration parameter.

Each of these error log messages is described bel ow.

Two error log messages provide information about the procedure cache.
server: Nunber of proc buffers allocated: 556

This message states the total number of procedure buffers (proc buffers)
allocated in the procedure cache.

server: Nunber of blocks left for proc headers: 629

This message indicates the total number of procedure headers (proc
headers) available for use in the procedure cache.
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proc buffer

A proc buffer (procedure buffer) is a data structure used to manage
compiled objectsin the procedure cache. One proc buffer isused for every
copy of acompiled object stored in the procedure cache. When Adaptive
Server starts, it determines the number of proc buffers required and
multipliesthat val ue by the size of asingle proc buffer (76 bytes) to obtain
the total amount of memory required.

proc header

A proc header (procedure header) iswhere a compiled object is stored
while in the procedure cache. Depending on the size of the abject to be
stored, one or more proc headers may be required. The total number of
compiled objectsthat can be stored in the procedure cacheislimited by the
number of available proc headers or proc buffers, whichever isless.

Thetota size of procedure cache is the combined total of memory
allocated to proc buffers (rounded up to the nearest page boundary), plus
the memory allocated to proc headers.

Data cache messages

When Adaptive Server starts, it recordsthetotal size of each cache and the
size of each pool in the cache in the error log. This example shows the
default data cache with two pools and a user-defined cache with two pools:

Mermory all ocated for the default data cache cache: 8030 Kb
Si ze of the 2K menory pool: 7006 Kb

Size of the 16K menory pool: 1024 Kb

Menmory al |l ocated for the tuncache cache: 1024 Kb

Si ze of the 2K nmenory pool: 512 Kb

Si ze of the 16K nenory pool: 512 Kb

User connections

The amount of memory required per user connection varies by platform,
and it changes when you change other configuration variables, including:

e default network packet size
e stack size and stack guard size

e userlog cachesize
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Changing any of these parameters changes the amount of space used by
each user connection: you have to multiply the difference in size by the
number of user connections. For example, if you have 300 user
connections, and you are considering increasing the stack size from 34K
to 40K, the new value requires 1800K more memory.

Open databases, open indexes, and open objects
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The three configuration parameters that control the total number of
databases, indexes, and objects that can be open at one time are managed
by special caches called metadata caches. The metadata cachesresidein
the kernel and server structures portion of Adaptive Server memory. You
configure space for each of these caches with these parameters:

e number of open databases
e number of open indexes
e number of open objects

When Adaptive Server opens adatabase or accesses an index or an object,
it needs to read information about it in the corresponding system tables:
sysdatabases, sysindexes, and sysobjects. The metadata caches for
databases, indexes, or objects let Adaptive Server access the information
that describesit inthe sysdatabases, sysindexes, Or sysobjects row directly
initsin-memory structure. Thisimproves performance because Adaptive
Server bypasses expensive calls that require disk access. It also reduces
synchronization and spinlock contention when Adaptive Server has to
retrieve database, index, or object information at runtime.

Managing individual metadata caches for databases, indexes, or objectsis
beneficial for a database that contains a large number of indexes and
objects and where there is high concurrency among users. For more
information about configuring the number of metadata caches, see
“number of open databases’ on page 142, “number of open indexes’ on
page 144, and “number of open objects’ on page 145.
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Number of locks

All processesin Adaptive Server share apool of lock structures. Asafirst
estimate for configuring the number of locks, multiply the number of
concurrent user connections you expect, plus the number of worker
processes that you have configured, by 20. The number of locks required
by queries can vary widely. See “number of locks” on page 134 for more
information. For information on how worker processes use memory, see
“Worker processes’ on page 590.

Database devices and disk I/O structures

The number of devices configuration parameter controls the number of
database devicesthat can be used by Adaptive Server for storing data. See
“number of devices’ on page 111 for more information.

When a user process needs to perform aphysical 1/O, thel/Oisqueued in
adisk 1/0 structure. See “disk i/o structures” on page 110 for more
information.

Other parameters that use memory

Parallel processing

This section discusses configuration parameters that use moderate
amounts of memory or are infrequently used.

Parallel processing requires more memory than serial processing. The
configuration parameters that affect parallel processing are:

¢ number of worker processes
e memory per worker process
e partition groups

¢ number of mailboxes and number of messages
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Worker processes

The configuration parameter number of worker processes sets the total
number of worker processes available at one timein Adaptive Server.
Each worker process requires about the same amount of memory as auser
connection.

Changing any of these parameters changes the amount of memory
required for each worker process:

e default network packet size

e dtack size and stack guard size
e userlog cachesize

* memory per worker process

The memory per worker process configuration parameter controls the
additional memory that is placed in a pool for all worker processes. This
additional memory stores miscellaneous data structure overhead and inter-
worker process communication buffers. See the Performance and Tuning
Guide for information on setting memory per worker process.

Parallel queries and the procedure cache

Partition groups

Remote servers
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Each worker process makes its own copy of the query plan in space
borrowed from the procedure cache. The coordinating process keeps two
copies of the query plan in memory.

You need to reconfigure the value only if you use a very large number of
partitionsin the tables on your server. See “partition groups’ on page 203
for more information.

Some configuration parameters that allow Adaptive Server to
communicate with other Sybase servers such as Backup Server,
Component Integration Services, or XP Server use memory.

The configuration parameters that affect remote servers and that use
memory are:

¢ number of remote sites
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¢ number of remote connections
¢ number of remote logins

e remote server pre-read packets

Number of remote sites

Set the number of remote sites configuration parameter to the number of
simultaneous sites you need to communicate to or from on your server. If
you use only Backup Server, and no other remote servers, you canincrease
your data cache and procedure cache space by reducing this parameter to
1

The connection from Adaptive Server to XP Server uses one remote site.

Other configuration parameters for RPCs

These configuration parameters for remote communication use only a
small amount of memory for each connection:

¢ number of remote connections
¢ number of remote logins

Each simultaneous connection from Adaptive Server to X P Server for ESP
execution uses one remote connection and one remote login.

Since the remote server pre-read packets parameter increases the space
required for each connection configured by the number of remote
connections parameter, increasing the number of pre-read packets can
have a significant effect on memory use.

Referential integrity

If thetablesin your databases use alarge number of referential constraints,
you may need to adjust the number of aux scan descriptors parameter, if
user connections exceed the default setting. In most cases, the default
setting is sufficient. If a user connection exceeds the current setting,
Adaptive Server returns an error message suggesting that you increase the
number of aux scan descriptors parameter setting.
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Other parameters that affect memory

Other parameters that affect memory are listed below. When you reset
these configuration parameters, check the amount of memory they use and
the effects of the change on your procedure and data cache.

« additiona network memory e max SQL text monitored

« alow resourcelimits e number of alarms

e audit queuesize « number of largei/o buffers
« event buffers per engine e permission cache entries

¢ max number network listeners
* max online engines
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CHAPTER 19

Configuring Data Caches

This chapter describes how to create and administer named caches on

Adaptive Server.

The most common reason for administering data cachesis to reconfigure
them for performance. This chapter is primarily concerned with the
mechanics of working with data caches. Chapter 32, “Memory Use and

Performance,” in the Performance and Tuning Guide discusses
performance concepts associated with data caches.
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The data cache on Adaptive Server
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The data cache holdsthe data, index, and log pages currently in use aswell
aspagesused recently by Adaptive Server. Whenyou firstinstall Adaptive
Server, it hasasingle default data cache that isused for all data, index, and
log activity. The default size of this cacheis 8K. Creating other caches
does not reduce the size of the default data cache. Also, you can create
poolswithin the named caches and the default cacheto perform large I/Os.
You can then bind a database, table (including the syslogs table), index, or
text or image page chain to a named data cache.

Large I/O sizes enable Adaptive Server to perform data prefetching when
the query optimizer determines that prefetching would improve
performance. For example, an |/O size of 128K on a server configured
with 16K logical pages means that Adaptive Server can read an entire
extent —8 pages—all at once, rather than performing 8 separate 1/0s. See
“Understanding the Query Optimizer,” in the Performance and Tuning
Guide for details about the optimizer.

Sorts can also take advantage of buffer pools configured for large 1/0
Sizes.

Configuring named data caches does not divide the default cache into
separate cache structures. The named data caches that you create can be
used only by databases or database objects that are explicitly bound to
them. All objects not explicitly bound to named data caches use the default
data cache.

Adaptive Server provides user-configurable data caches to improve
performance, especially for multiprocessor servers. See“ The DataCache”
on page 32-7 of the Performance and Tuning Guide.

Figure 19-1 shows adata cache with the default cache and two named data
caches. This server uses 2K logical pages.

The default cache contains a 2K pool and a 16K pool. The
User_Table_Cache cache also hasa 2K pool and a 16K pool. The
Log_Cache hasa 2K pool and a 4K pool.



CHAPTER 19 Configuring Data Caches

Figure 19-1: Data cache with default cache and two named data

caches
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Cache configuration commands

The following table lists commands for configuring named data caches,
for binding and unbinding objects to caches, and for reporting on cache
bindings. It aso lists procedures you can use to check the size of your
database objects, and commands that control cache usage at the object,
command, or session level.

Command

Function

sp_cacheconfig

Createsor dropsnamed caches, and changesthesize,
cache type, cache palicy, or number of cache
partitions.

sp_poolconfig

Creates and drops I/0 pools, and changes their size,
wash size, and asynchronous prefetch percent limit.
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sp_cacheconfig
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Command

Function

sp_bindcache

Binds databases or database objects to a cache.

sp_unbindcache

Unbinds specific objects or databases from a cache.

sp_unbindcache_all

Unbinds all objects bound to a specified cache.

sp_helpcache

Reports summary information about data cachesand
lists the databases and database objects that are
bound to caches.

sp_cachestrategy

Reports on cache strategies set for atable or index,
and disables or reenables prefetching or MRU

strategy.

sp_logiosize

Changes the default 1/0 sizefor the log.

sp_spaceused

Provides information about the size of tables and
indexes or the amount of space used in a database.

sp_estspace

Estimates the size of tables and indexes, given the
number of rows the table will contain.

sp_help Reports the cache atable is bound to.
sp_helpindex Reports the cache an index is bound to.
sp_helpdb Reports the cache a database is bound to.

set showplan on

Reports on 1/0 size and cache utilization strategies
for aquery.

set statistics io on

Reports number of reads performed for a query.

set prefetch [on |off]

Enables or disables prefetching for an individua
session.

select...
(prefetch...Iru | mru)

Forces the server to use the specified 1/0O size or
MRU replacement strategy.

In addition to using the commands to configure named data caches
interactively, you can also edit the configuration file located in the
$SYBASE directory. See” Configuring data caches with the configuration
file” on page 628 for more information.

Use sp_cacheconfig to create and configure named data caches. When you
firstinstall Adaptive Server, it hasasingle cache named default data cache.
To see information about caches, type:
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Theresults of sp_cacheconfig look similar to:

Cache Nare St at us Type Config Val ue Run Val ue
default data cache Active Def aul t 0.00 Mo 59.44 Mo
Tot al 0.00 M 59.44 Mo

Cache: default data cache, Status: Active, Type: Default
Config Size: 0.00 M, Run Size: 59.44 M
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 12174 Kb 0.00 M 59.44 M 10

Summary information for each cacheis printed in ablock at the top of the
report, ending with atotal size for all configured caches. For each cache,
thereisablock of information reporting the configuration for the memory
poolsin the cache.

The columns are:
» “Cache Name’ gives the name of the cache.
 “Status’ indicates whether the cache is active. Possible values are:

*  “Pend/Act” —the cachewasjust created and will be active after a
restart.

» “Active’ —the cacheiscurrently active.

* “Pend/Del” —the cacheis active, but will be deleted at the next
restart of the server. The cache size was reset to O interactively.
See “Dropping data caches’ on page 621 for more information.

» “Type” indicates whether the cache can store data and log pages
(“Mixed”) or log pagesonly (“Log Only”). Only the default cache has
the type “Default.” You cannot change the type of the default data
cache or change the type of any other cache to “ Default.”

» “Config Value" displays the size of the cache after the next restart of
Adaptive Server. In the preceding example output, the default data
cache has not been explicitly configured, so itssizeis 0.

* “RunVaue’ displaysthe sizethat Adaptive Server iscurrently using.
For the default data cache, this size is aways the amount of all data
cache space that is not explicitly configured to another cache.
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The second block of output begins with three lines of information that
describe the cache. The first two lines repeat information from the
summary block at the top. On the third line, “ Config Replacement” and
“Run Replacement” show the cache policy, which is either “strict LRU”
or “relaxed LRU.” The run setting isthe setting in effect; if the policy has
been changed since the server was restarted, the config setting will be
different from the run setting.

sp_cacheconfig then provides arow of information for each pool in the
cache:

e “10 Size” showsthesize of the buffersin the pool. The default size of
the pool is the size of the server’slogical page. When you first
configure acache, all the spaceisassigned to the pool. Valid sizesare
2K, 4K, 8K, and 16K.

e “Wash Size" indicates the wash size for the pool. See* Changing the
wash areafor amemory pool” on page 614 for more information.

e “Config Size” and“Run Size” display the configured sizeand thesize
currently in use. These values differ for the pool because you cannot
explicitly configure its size. These may differ for other poolsif you
have tried to move space between them, and some of the space could
not be freed.

e “ConfigPartition” and“Run Partition” display the configured number
of cache partitions and the number of partitions currently in use.
These may differ if you have changed the number of partitions since
last reboot.

e “APF Percent” displays the percentage of the pool that can hold
unused buffers brought in by asynchronous prefetch.

A summary line prints the total size of the cache or caches displayed.
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Configuring data caches

The default data cache and the procedure cache for Adaptive Server are
specified using an absolute value. The first step in planning cache
configuration and implementing cachesis to set the max memory
configuration parameter. After you set max memory, determine how much
space you want to allocate for data caches on your server. The size of a
data cache is limited only by access to memory on the system; however,
max memory should be larger than total logical memory. You must specify
an absolute value for the size of the default data cache and all other user-
defined caches. For an overview of Adaptive Server memory usage, see
Chapter 18, “Configuring Memory.”

You can configure data caches in two ways:
» Interactively, using sp_cacheconfig and sp_poolconfig
» By editing your configuration file

The following sections describe how to use sp_cacheconfig and
sp_poolconfig. See “ Configuring data caches with the configuration file”
on page 628 for information about using the configuration file.

Each time you execute sp_cacheconfig or sp_poolconfig, Adaptive Server
writes the new cache or pool information into the configuration file and
copies the old version of the fileto a backup file. A message giving the
backup file name is sent to the error log.

The syntax to create anew cacheis:
sp_cacheconfig cache_nane, "size[PIKIMG"
Size units can be specified with:
» P—pages (Adaptive Server logical page siz€)
» K —Kkilobytes (default)
* M —megabytes
G -gigabytes

Maximum data cache sizeis limited only by the amount of memory
available on your system.

This command configures a 10MB cache named pubs_cache:

sp_cacheconfi g pubs_cache, "10M
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This command makes changes in the system tables and writes the new
values to the configuration file, but does not activate the cache. You must
restart Adaptive Server for the changes to take effect.

Using sp_cacheconfig to see the configuration before a restart shows
different “Config” and “Run” values:

sp_cacheconfi g pubs_cache

Cache Nane St at us Type Config Val ue Run Val ue
pubs_cache Pend/ Act M xed 10. 00 Mo 0.00 M
Tot al 10. 00 Mo 0.00 Mo

The status“ Pend/Act” for pubs_cache showsthat the configuration of this
cacheispending, waiting for arestart. “ Config Value” displays10MB, and
“Run Value’ displays 0. Run values and configuration val ues are also
different when you del ete caches and when you change their size.

The section of output that provides detail about pools does not print for
caches that are not active.

After arestart of Adaptive Server, sp_cacheconfig reports:

sp_cacheconfig

Cache Nane St at us Type Config Val ue Run Val ue

default data cache Active Def aul t 0.00 M 49. 37 Mo

pubs_cache Active M xed 10. 00 Mo 10. 00 M
Tot al 10. 00 M 59.37 Mo

Cache: default data cache, Status: Active, Type: Default
Config Size: 0.00 M, Run Size: 49.37 Mo
Config Replacenment: strict LRU, Run Repl acenment: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 10110 Kb 0.00 M 49. 37 Mo 10

Cache: pubs_cache, Status: Active, Type: M xed
Config Size: 10.00 M, Run Size: 10.00 M
Config Replacenent: strict LRU, Run Repl acenent: strict LRU
Config Partition: 1, Run Partition: 1

IO Size Wash Size Config Size Run Size APF Per cent
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2 Kb 2048 Kb 0.00 Mo 10. 00 Mo 10

The pubs_cache is now active, and all the space is assigned to the pool.
The size of the default cache has been reduced by 10MB. The remainder
of the difference in the size of the default cache and the total amount of
cache available is due to changing overhead values.

Here isthe same example on a 16K server:

1> sp_cacheconfig pubs_cache

Cache Nane St at us Type Config Val ue Run Val ue
pubs_cache Active M xed 10. 00 Mo 10.00 M
Tot al 10.00 Mo 10.00 Mo

Cache: pubs_cache, Status: Active, Type: M xed
Config Size: 10.00 M, Run Size: 10.00 Mo
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
16 Kb 2048 Kb 0.00 M 10.00 Mo 10

See “How overhead affectstotal cache space” on page 612 for examples.

You can create as many caches as you want before restarting Adaptive
Server. You must restart Adaptive Server before you can configure pools
or bind objects to newly created caches.

Explicitly configuring the default cache

You must explicitly configure the size of the default data cache because it
isspecified with an absolute value. Use sp_helpcache to see the amount of
memory remaining that can be used for the cache. For example:

sp_hel pcache

Cache Nane Config Size Run Si ze Over head
default data cache 25.00 M 25.00 M 0.22 M
pubs_cache 10. 00 M 10. 00 M 0.11 M
pubs_| og 31.25 Mo 31.25 Mo 0.27 M
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Mermory Avail abl e For Menory Confi gured
Narmed Caches To Nanmed Caches
66.44 M 66.25 M

------------------ Cache Binding Information: ------------------

Cache Nare Entity Nane Type I ndex Nane St at us

To specify the absolute size of the default data cache, execute
sp_cacheconfig with default data cache and a size value. This command
sets the default data cache sizeto 25MB:

sp_cacheconfig "default data cache", "25M
After arestart of the server, “Config Value” shows the value.

sp_cacheconfig

Cache Nane St at us Type Config Val ue Run Val ue

default data cache Active Def aul t 25.00 Mo 49. 37 Mo

pubs_cache Active M xed 10. 00 Mo 10. 00 Mo
Tot al 10. 00 M 59.37 Mo

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 M, Run Size: 49.37 M
Config Replacenment: strict LRU, Run Repl acenment: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 10110 Kb 00. 00 Mo 49.37 Mo 10

Cache: pubs_cache, Status: Active, Type: M xed
Config Size: 10.00 M, Run Size: 10.00 Mo
Config Replacenment: strict LRU, Run Repl acenment: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 2048 Kb 0.00 M 10.00 Mo 10
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You can changethe size of the default data cache by using sp_cacheconfig.
Any changes made to the size of the default data cache will not affect the
size of any other cache. Similarly, once the size of the default data cache is
specified, the configuration of other user-defined caches does not alter the
size of the default data cache. When a user-defined cache is created, the
memory is taken from max memory, without changing the size of the
default data cache.

Note If you configure the default data cache and then reduce max memory
to alevel that setsthe total logical memory value higher than the max
memory value, Adaptive Server will not start. Edit your configuration file
toincreasethesizeof other cachesand increasethevaluesof configuration
parameters that require memory to create an environment in which total
logical memory is higher than max memory. See Chapter 18, “Configuring
Memory,” for more information.

The default data cache and all user-defined caches are explicitly
configured with an absolute value. In addition, many configuration
parameters use memory. To maximize performance and avoid errors, set
the value of max memory to alevel high enough to accommodate all caches
and all configuration parameters that use memory.

Adaptive Server issues awarning message if you set max memory to a
value |ess than total logical memory.

Changing the cache type

pubs_| og

To reserve acache for use by only the transaction log, change the cache's
typeto “logonly.” This example creates the cache pubs_log with the type
“logonly:”

sp_cacheconfig pubs_log, "7M', "logonly"
This shows the state of the cache before arestart:

St at us Type Config Val ue Run Val ue
Pend/ Act Log Only 7.00 Mo 0.00 M
Tot al 7.00 Mo 0.00 Mo

You can change the type of an existing “mixed” cache, aslong as no non-
log objects are bound to it:
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sp_cacheconfi g pubtune_cache, | ogonly

In high transaction environments, Adaptive Server usually performs best
if you alocate two logical pages to the transaction logs. For larger page
sizes(4, 8, and 16K) use sp_sysmon to find the optimum configuration for
your site. For information on configuring caches for improved log
performance, see “Matching log I/O Size for log caches’” on page 609.

Configuring cache replacement policy

sp_cacheconfig

default data cache
pubs_cache
pubs_| og

If acacheis dedicated to atable or an index, and the cache has little or no
buffer replacement when the system reaches a stable state, you can set
relaxed LRU (least recently used) replacement policy. Relaxed LRU
replacement policy can improve performance for caches where thereis
little or no buffer replacement occurring, and for most log caches. See
Chapter 32, “Memory Use and Performance,” in the Performance and
Tuning Guide for more information. To set relaxed replacement policy,
use:

sp_cacheconfi g pubs_| og, rel axed
The default value is “ strict.”

You can create a cache and specify its cache type and the replacement
policy in one command. These examples create two caches, pubs_log and
pubs_cache:

sp_cacheconfig pubs_l og, "3M, l|ogonly, relaxed
sp_cacheconfi g pubs_cache, "10M', m xed, strict

You must restart Adaptive Server for cache replacement policy changesto
take effect.

Here are the results after arestart:

St at us Type Confi g Val ue Run Val ue
Active Def aul t 25.00 M 42.29 Mo
Active M xed 10. 00 M 10. 00 M
Active Log Only 7.00 M 7.00 M
Tot al 42.00 Mo 59.29 M

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 M, Run Size: 42.29 M
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Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 8662 Kb 0.00 M 42.29 Mo 10

Cache: pubs_cache, Status: Active, Type: M xed
Config Size: 10.00 M, Run Size: 10.00 Mo
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 2048 Kb 0.00 M 10.00 Mo 10

Cache: pubs_| og, Status: Active, Type: Log Only
Config Size: 7.00 M, Run Size: 7.00 M

Config Replacenent: relaxed LRU, Run Repl acenent: rel axed LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent

2 Kb 1432 Kb 0.00 M 7.00 Mo 10

Dividing a data cache into memory pools

After you create a data cache, you can divide it into memory pools, each
with adifferent I/O size. In any cache, you can have only one pool of each
I/O size. The minimum size you can create amemory pool is the size of
the server’slogical page. Memory pools larger than this must be a power
of two and can be a maximum size of one extent.

When Adaptive Server performs large I/Os, multiple pages are read into
the cache at the same time. These pages are always treated as a unit; they
agein the cache and are written to disk as a unit.

By default, when you create anamed datacache, all of its spaceisassigned
to the default memory pool. Creating additional pools reassigns some of
that spaceto other pools, reducing the size of the default memory pool. For
example, if you create a data cache with 50MB of space, al the spaceis
assigned to the 2K pooal. If you configure a4K pool with 30MB of space
in this cache, the 2K pooal is reduced to 20MB.
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Figure 19-2: Configuring a cache and a 4K memory pool

Create a 50MB

=

Create a 4K pool, moving 30MB from the 2K

_ |:| 4K pool

After you create the pools, you can move space between them. For
example, in a cache with a20MB 2K pool and a 30MB 4K pool, you can
configure a 16K pool, taking 10MB of space from the 4K pool.

Figure 19-3: Moving space from an existing pool to a new pool

Create a 16K pool, moving 10MB from the 4K pool:

] 2K pool

o 4K pool
| 16K pool

The commands that move space between pools within a cache do not
require arestart of Adaptive Server, so you can reconfigure pools to meet
changing application loads with little impact on server activity.
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In addition to creating pools in the caches you configure, you can add
memory pools for I/Os up to 16K to the default data cache.

The syntax for configuring memory poolsis:

sp_pool config cache_nane, "nensize[PIKIMG",
"config_pool K' [, "affected_pool K']

Pool configuration sets the config_pool to the size specified in the
command. It always affects a second pool (the affected_pool) by moving
space to or from that pool. If you do not specify the affected_pool, the
space is taken from or allocated to the 2K pool. The minimum size for a
pool is512K.

This example createsa 7MB pool of 16K pagesin the pubs_cache data
cache:

sp_pool config pubs_cache, "7M', "16K"

This command reduces the size of the memory pool. To see the current
configuration, run sp_cacheconfig, giving only the cache name:

sp_cacheconfi g pubs_cache

Cache Nane St at us Type Config Val ue Run Val ue
pubs_cache Active M xed 10.00 M 10.00 M
Tot al 10.00 M 10.00 Mo

Cache: pubs_cache, Status: Active, Type: M xed
Config Size: 10.00 M, Run Size: 10.00 Mo
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 2048 Kb 0.00 M 3.00 Mo 10
16 Kb 1424 Kb 7.00 Mo 7.00 Mo 10

You can aso create memory pools in the default data cache.

In the following example, you start with this cache configuration:

Cache Nare St at us Type Config Val ue Run Val ue
default data cache Active Def aul t 25.00 Mo 42.29 M
Tot al 25.00 Mo 42.29 M
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Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 M, Run Size: 42.29 Mo
Config Replacenment: strict LRU, Run Repl acenment: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 8662 Kb 0.00 M 42.29 Mo 10

This command creates a 16K pool in the default data cache that is 8
megabytes:

sp_pool config "default data cache", "8M, "16K"

It results in this configuration, reducing the “Run Size” of the 2K poal:

Cache Name St at us Type Config Val ue Run Val ue
default data cache Active Def aul t 25.00 Mo 42.29 Mo
Tot al 25.00 Mo 42.29 Mo

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 M, Run Size: 42.29 Mo
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 8662 Kb 0.00 Mo 34.29 Mo 10
16 Kb 1632 Kb 8.00 Mo 8.00 Mo 10

You do not need to configure the size of the 2K memory pool in caches
that you create. Its“Run Size” represents all the memory not explicitly
configured to other poolsin the cache.
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Matching log I/O Size for log caches

If you create a cache for the transaction log of a database, configure most
of the space in that cache to match the log I/O size. The default valueis
twicethe server’slogical page size (for aserver with 2K logical pagesize,
itis4K, for aserver with 4K logical page size, itis 8K, and so on).
Adaptive Server uses 2K 1/O for thelog if a4K pool isnot available. The
log 1/0 size can be changed with sp_logiosize. The log /O size of each
database is reported in the error log when Adaptive Server starts, or you
can check the size of a database by using the database and issuing
sp_logiosize with no parameters.

This example creates a4K pool in the pubs_log cache:
sp_pool config pubs_l og, "3M, "4K"

You can also create a4K memory pool in the default data cache for use by
transaction logs of any databases that are not bound to another cache:

sp_pool config "default data cache", "2.5M', "4K"

See Chapter 32, “Choosing the 1/0O Size for the Transaction Log,” in the
Performance and Tuning Guide for information on tuning thelog I/O size.

Binding objects to caches

sp_bindcache assigns a database, table, index or text/image object to a
cache. Before you can bind an entity to a cache, the following conditions
must be met:

*  The named cache must exist, and its status must be “Active.”
»  The database or database object must exist.

» Tobind tables, indexes, or objects, you must be using the database
where they are stored.

» Tobind system tables, including the transaction log table syslogs, the
database must be in single-user mode.

» To bind adatabase, you must be using master, and the database must
be in single-user mode.

» Tobind adatabase, user table, index, text object, or image object to a
cache, the type of cache must be “Mixed.” Only the syslogs table can
be bound to a cache of “Log Only” type.
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e You must own the object or be the Database Owner or the System
Administrator.

To bind objectsto caches, you must restart Adaptive Server after creating
caches. However, bindings take effect immediately and do not require a
restart.

The syntax for binding objectsto cachesis:

sp_bi ndcache cache_nane, dbname [,[owner.]tabl enane
[, indexnane | "text only" ] ]

The owner name is optional if the table is owned by “dbo.”

This command binds the titles table to the pubs_cache:
sp_bi ndcache pubs_cache, pubs2, titles

To bind an index on titles, add the index name as the third parameter:
sp_bi ndcache pubs_cache, pubs2, titles, titleind

The owner name is not needed in the examples above because the objects
in the pubs2 database are owned by “dbo.” To specify atable owned by
any other user, add the owner name. You must enclose the parameter in
guotation marks, since the period in the parameter is a special character:

sp_bi ndcache pubs_cache, pubs2, "fred.sal es_east"
This command binds the transaction log, syslogs, to the pubs_log cache:
sp_bi ndcache pubs_l og, pubs2, syslogs

The database must be in single-user mode before you can bind any system
tables, including the transaction log, syslogs, to a cache. Use sp_dboption
from master, and a use database command, and run checkpoint:

sp_dboption pubs2, single, true
use pubs2
checkpoi nt

text andimage columnsfor atable are stored in a separate data structurein
the database. To bind this object to a cache, add the “text-only” parameter:

sp_bi ndcache pubs_cache, pubs2, au_pix, "text only"

This command, executed from master, binds the tempdb database to a
cache:

sp_bi ndcache tenpdb_cache, tenpdb
You can rebind objects without dropping existing bindings.
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Cache binding restrictions

You cannot bind or unbind a database object when:
e Dirty reads are active on the object.
e A cursor isopen on the objec.t

In addition, Adaptive Server needs to lock the object while the binding or
unbinding takes place, so the procedure may have a slow response time,
because it waits for locks to be released. See”L ocking to perform
bindings’ on page 627 for more information.

Getting information about cache bindings

sp_hel pcache pubs_cache
Config Size Run Si ze Over head

sp_helpcache providesinformation about acache and the entitiesbound to
it when you provide the cache name;

Cache Binding Information: ------------------

Cache Nare Entity Name Type I ndex Name Status
pubs_cache pubs2. dbo.titles index titleind \%
pubs_cache pubs2. dbo. au_pi x index tau_pix \%
pubs_cache pubs2. dbo.titles tabl e \%
pubs_cache pubs2. fred. sal es_east table \%

If you use sp_helpcache without acache name, it printsinformation about
all the configured caches on Adaptive Server and all the objectsthat are
bound to them.

sp_helpcache performs string matching on the cache name, using
%cachename%. For example, “pubs’ matches both “pubs_cache” and
“pubs log.”
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The“ Status’ column reports whether a cache binding isvalid (“V”) or
invalid (“1"). If adatabase or object is bound to a cache, and the cache is
deleted, binding information isretained in the system tables, but the cache
binding is marked asinvalid. All objects with invalid bindings use the
default data cache. If you subsequently create another cache with the same
name, the binding becomes valid when the cache is activated by arestart
of Adaptive Server.

Checking cache overhead

sp_helpcache can report the amount of overhead required to manage a
named data cache of agiven size. When you create anamed data cache, all
the space you request with sp_cacheconfig is made available for cache
space. The memory needed for cache management is taken from the
default data cache.

To see the overhead required for a cache, give the proposed size. You can
use Pfor pages, K for kilobytes, M for megabytes, or G for gigabytes. The
following example checks the overhead for 20,000 pages:

sp_hel pcache "20000P"

2.08My of overhead nenory will be needed to manage a
cache of size 20000P

You are not wasting any cache space by configuring user caches. About
5% of memory is required for the structures that store and track pagesin
memory, whether you use a single large data cache or several smaller
caches.

How overhead affects total cache space

612

The exampledetailed in “Information on data caches’ on page 596 shows
adefault data cache with 59.44 MB of cache space available before any
user-defined caches are created. The server in this example uses a 2K
logical page. When the 10MB pubs_cache is created and Adaptive Server
isrestarted, the results of sp_cacheconfig show atotal cache size of 59.44
MB.

Configuring a data cache can appear to increase or decrease the total
available cache. The explanation for this liesin the amount of overhead
required to manage a cache of a particular size, and the fact that the
overhead is not included in the values displayed by sp_cacheconfig.
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Dropping cache

Using sp_helpcache to check the overhead of the original 59.44MB
default cache and the new 10MB cache shows that the change in spaceis
dueto changesin the size of overhead. The following command showsthe
overhead for the default data cache before any changes were made:

sp_hel pcache "59. 44M'

3. 04Mo of overhead nmenmory will be needed to nanage a
cache of size 59.44M

This command shows the overhead for pubs_cache:
sp_hel pcache "10M

0. 53M> of overhead mermory will be needed to nanage a
cache of size 10M

The following cal cul ations add the overhead required to manage the
original cache space and then subtract the overhead for pubs_cache:

Original total cache size
(overhead not included) 59.44

Overhead for 59.44 MB default cache +3.04
Total cache space, including overhead 62.48
10MB pubs_cache and .53MB overhead -10.53

Remaining space 51.95
Overhead for 51.95MB cache -2.69
Usable size of the default cache 49.26

Cache sizes are rounded to two places when printed by sp_cacheconfig,
and overhead is rounded to two places by sp_helpcache, so you will see a
small amount of rounding error in the output.

bindings

Two commands drop cache bindings:

e sp_unbindcache unbinds a single entity from a cache.

e sp_unbindcache_all unbinds all objects bound to a cache.
The syntax for sp_unbindcache is:

sp_unbi ndcache dbnane [, [owner.]tabl enane
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[, indexnane | "text only"] ]

This commands unbinds the titleidind index on the titles table in the pubs2
database:

sp_unbi ndcache pubs2, titles, titleidind

To unbind all the objects bound to acache, use sp_unbindcache_all, giving
the cache's name:

sp_unbi ndcache_al | pubs_cache

Note You cannot use sp_unbindcache_all if more than eight databases
and/or abjects in eight databases are bound to the cache. You must use
sp_unbindcache onindividual databases or objects to reduce the number
of databases involved to eight or less.

When you drop a cache binding for an object, all the pages currently in
memory are cleared from the cache.

Changing the wash area for a memory pool
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When Adaptive Server needs to read a buffer into cache, it placesthe
buffer:

« AttheLRU (least recently used) end of each memory pool, in acache
with strict LRU policy

e Atthevictim pointer, in a cache with relaxed LRU policy. If the
recently used bit of buffer at the victim marker is set, the victim
pointer is moved to the next buffer in the pool.

A portion of each pool is configured as the wash area. After dirty pages
(pages that have been changed in cache) pass the wash marker and enter
the wash area, Adaptive Server starts an asynchronous |/O on the page.
When the write compl etes, the page is marked clean and remains available
in the cache.

The space in the wash area must be large enough so that the I/O on the
buffer can complete before the page needs to be replaced. Figure 19-4
illustrates how the wash area of a buffer pool works with a strict and
relaxed LRU cache.
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Figure 19-4: Wash area of a buffer pool
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By default, the size of the wash areafor amemory pool is configured as
follows:

e Ifthepool sizeislessthan 300MB, the default wash sizeis 20 percent
of the buffersin the pool.

e If thepool sizeis greater than 300M B, the default wash sizeis 20
percent of the number of buffersin 300MB.

Theminimumwash sizeis 10 buffers. The maximum size of thewash area
is 80 percentof the pool size.

A buffer isablock of pages that matches the 1/0 size for the pool. Each
buffer istreated asaunit: all pagesinthe buffer are read into cache, written
to disk, and aged in the cache as a unit. For the size of the block, multiply
the number of buffers by the pool size—for a 2K pool, 256 buffers equals
512K; for a 16K pooal, 256 buffers equals 4096K .
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For example, if you configurea 16K pool with 1M B of space, the pool has
64 buffers; 20 percent of 64 is12.8. Thisisrounded down to 12 buffers, or
192K, are dlocated to the wash area.

When the wash area is too small
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MRU

If thewash areaistoo small for the usage in a buffer pool, operations that
need aclean buffer may haveto wait for I/O to complete on the dirty buffer
at the LRU end of the pool or at the victim marker. Thisis called adirty

buffer grab, and it can seriously impact performance. Figure 19-5 shows
adirty buffer grab on a strict replacement policy cache.

Figure 19-5: Small wash area results in a dirty buffer grab
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You can use sp_sysmon to determine whether dirty buffer grabs are taking
place in your memory pools. Run sp_sysmon while the cacheis
experiencing aheavy period of 1/O and heavy update activity, sinceit is
the combination of many dirty pagesand high cache replacement rates that
usually causes dirty buffer grabs.

If the* Buffers Grabbed Dirty” output inthe cache summary section shows
anonzero value in the “ Count” column, check the “ Grabbed Dirty” row
for each pool to determine where the problem lies. Increase the size of the
wash area for the affected pool. This command sets the wash area of the
8K memory pool to 720K:

sp_pool confi g pubs_cache, "8K"', "wash=720K"

If the pool isvery small, you may also want to increase its pool size,
especialy if sp_sysmon output shows that the pool is experiencing high
turnover rates.
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See the Performance and Tuning Guide for more information.

When the wash area is too large

If the wash areaistoo large in a pool, the buffers move too quickly past
the “wash marker” in cache, and an asynchronous write is started on any
dirty buffers, as shownin Figure 19-6 . The buffer is marked “clean” and
remainsin the wash area of the MRU/LRU chain until it reachesthe LRU.
If another query changes a page in the buffer, Adaptive Server must
perform additional 1/0 to write it to disk again.

If sp_sysmon output shows a high percentage of buffers*Found in Wash”
for astrict replacement policy cache, and there are no problemswith dirty
buffer grabs, you may want to try reducing the size of the wash area. See
the Performance and Tuning Guide for more information.

Figure 19-6: Effects of making the wash area too large
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Changing the asynchronous prefetch limit for a pool

The asynchronous prefetch limit specifies the percentage of the pool that
can be used to hold pages that have been brought into the cache by
asynchronous prefetch, but have not yet been used by any queries. The
default value for the server is set with the global async prefetch limit
configuration parameter. Pool limits, set with sp_poolconfig, override the
default limit for asingle pool.

This command setsthe percentage for the 2K pool inthe pubs_cache to 20:

sp_pool confi g pubs_cache, "2K", "local async prefetch |inmt=20"

Changesto the prefetch limit for apool take effect immediately and do not
require arestart of Adaptive Server. Valid values are 0—100. Setting the
prefetch limit to O disables asynchronous prefetching in a pool. For
information about the impact of asynchronous prefetch on performance,
see Chapter 34, “ Tuning Asynchronous Prefetch,” in the Performance and
Tuning Guide.

Resizing named data caches

To change the size of an existing cache, issue sp_cacheconfig, specifying
anew total size for the cache. When you increase the size of a cache, all
the additional space is added to the pool. When you decrease the size of a
cache, all the spaceistaken from the default pool. You cannot decrease the
size of the default pool to lessthan 512K.

Increasing the size of a cache

sp_cacheconfig reports that pubs_cache is currently configured with
10MB of space:

sp_cacheconfi g pubs_cache

Cache: pubs_cache,

618

St at us Type Confi g Val ue Run Val ue
Active M xed 10.00 Mo 10. 00 Mo
Tot al 10.00 Mo 10.00 Mo

Status: Active, Type: M xed
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Config Size: 10.00 M, Run Size: 10.00 M
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 720 Kb 0.00 M 3.00 Mo 20
16 Kb 1424 Kb 7.00 M 7.00 Mo 10

To increase the size of the cache and its pool, specify the new total size of
the cache:

sp_cacheconfi g pubs_cache, "20M

This output reports the configuration of the pubs_cache before arestart:

Cache Nane St at us Type Config Val ue Run Val ue
pubs_cache Active M xed 20.00 Mo 10. 00 M
Tot al 20.00 Mo 10.00 M

Cache: pubs_cache, Status: Active, Type: M xed
Config Size: 10.00 M, Run Size: 10.00 Mo
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 720 Kb 0.00 M 3.00 M 20
16 Kb 1424 Kb 7.00 Mo 7.00 M 10

The additional 10MB has been configured and becomes available in the
pool at the next restart.

Decreasing the size of a cache

You can aso reduce the size of acache. For example, following isareport
on the pubs_log cache:

sp_cacheconfi g pubs_I og

Cache Nane St at us Type Config Val ue Run Val ue
pubs_I og Active Log Only 7.00 M 7.00 M
Tot al 7.00 Mo 7.00 Mo
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Cache: pubs_I og, Status: Active, Type: Log Only
Config Size: 7.00 M, Run Size: 7.00 M

Config Replacenent: rel axed LRU, Run Repl acenent: rel axed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 920 Kb 0.00 Mo 4.50 Mo 10
4 Kb 512 Kb 2.50 Mo 2.50 Mo 10

The following command reduces the size of the pubs_log cache, reducing
the size of the default pooal:

sp_cacheconfig pubs_|l og, "6M
After arestart of Adaptive Server, sp_cacheconfig shows:

Cache Name St at us Type Config Val ue Run Val ue
pubs_| og Active Log Only 6.00 M 6.00 M
Tot al 6.00 M 6.00 M

Cache: pubs_I og, Status: Active, Type: Log Only
Config Size: 6.00 M, Run Size: 6.00 M

Config Repl acenent: rel axed LRU, Run Repl acenent: relaxed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 716 Kb 0.00 Mo 3.50 Mo 10
4 Kb 512 Kb 2.50 Mo 2.50 Mo 10

When you reduce the size of adatacache, all the spaceto be removed must
be available in the pool. You may need to move space to the default pool
from other pools before you can reduce the size of the data cache. In the
last example, if you wanted to reduce the size of the cache to 3MB, you
would need to use sp_poolconfig to move some memory into the default
pool of 2K from the 4K pool. The memory ismoved to “ memory available
for named caches’. See “ Changing the size of memory pools’ on page
621 for more information.
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Dropping data caches

To completely remove a data cache, reset its sizeto O:
sp_cacheconfig pubs_log, "O"

This changes the cache status to “Pend/Del.” You must restart Adaptive
Server for the changeto take effect. Until you do, the cacheremains active,
and all objects bound to the cache till useit for 1/0.

If you delete a data cache, and there are objects bound to the cache, the
cache bindings are marked invalid at the next restart of Adaptive Server.
All objectswith invalid cache bindings use the default data cache. Warning
messages are printed in the error log when the bindings are marked
invalid. For example, if the titles tablein the pubs2 database is bound to a
cache, and that cache is dropped, the message in thelog is:

Cache binding for database '5', object '208003772",
index '0" is being marked invalid in Sysattributes.

If you re-create the cache and restart Adaptive Server, the bindings are
marked valid again.

You cannot drop the default data cache.

Changing the size of memory pools

To change the size of amemory pool, use sp_poolconfig to specify the
cache, the new size for the pool, the I/O size of the pool you want to
change, and the 1/0 size of the pool from which the buffers should be
taken. If you do not specify thefinal parameter, all the spaceistaken from
or assigned to the pool.

Moving space from the memory pool

This command checks the current configuration of the pubs_log cache
(The output in this example is based on the examples in the previous
sections):

sp_cacheconfi g pubs_I og

Cache Nane St at us Type Config Val ue Run Val ue
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pubs_| og Active Log Only 6.00 M 6.00 M

Cache: pubs_I og, Status: Active, Type: Log Only
Config Size: 6.00 M, Run Si ze: 6.00 M

Config Replacenent: rel axed LRU, Run Repl acenent: rel axed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 716 Kb 0.00 Mo 3.50 Mo 10
4 Kb 512 Kb 2.50 Mo 2.50 Mo 10

This command increases the size of the 4K pool to 5SMB, moving the
required space from the 2K pool:

sp_pool config pubs_log, "5M, "4K"

sp_cacheconfi g pubs_| og

Cache Name St at us Type Config Val ue Run Val ue
pubs_| og Active Log Only 6.00 M 6.00 M
Tot al 6.00 M 6.00 M

Cache: pubs_I og, Status: Active, Type: Log Only
Config Size: 6.00 M, Run Size: 6.00 M

Config Replacenent: rel axed LRU, Run Repl acenent: rel axed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 716 Kb 0.00 Mo 1.00 M 10
4 Kb 1024 Kb 5.00 Mo 5.00 Mo 10

Moving space from other memory pools

To transfer space from another pool specify the cache name, a“to” 1/0
size, and a“from” 1/O size. Thisoutput showsthe current configuration of
the default data cache:

Cache Nare St at us Type Confi g Val ue Run Val ue

default data cache Active Def aul t 25.00 Mo 29.28 M

622



CHAPTER 19 Configuring Data Caches

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 M, Run Size: 29.28 M
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 3844 Kb 0.00 M 18.78 M 10
4 Kb 512 Kb 2.50 M 2.50 Mo 10
16 Kb 1632 Kb 8.00 M 8.00 Mo 10

The following command increases the size of the 4K pool from 2.5MB to
4MB, taking the space from the 16K pool:

sp_pool config "default data cache","4M', "4K',6"16K"

Thisresultsin the following configuration:

Cache Nare St at us Type Config Val ue Run Val ue
default data cache Active Def aul t 25.00 Mo 29.28 M
Tot al 25.00 Mo 29.28 Mo

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 M, Run Size: 29.28 M
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 3844 Kb 0.00 M 18.78 M 10
4 Kb 512 Kb 4.00 M 4.00 Mo 10
16 Kb 1632 Kb 6.50 M 6.50 M 10

When you issue a command to move buffers between poolsin a cache,
Adaptive Server can moveonly “free” buffers. It cannot move buffersthat
arein use or buffersthat contain changesthat have not been written to disk.

When Adaptive Server cannot move as many buffers as you request, it
displays an informational message, giving the requested size and the
resulting size of the memory pooal.
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Adding cache partitions

On multi-engine servers, more than one task can attempt to access the
cache at the same time. By default, each cache has a single spinlock, so
that only one task can change or access the cache at atime. If cache
spinlock contention is above 10 percent, increasing the number of cache
partitions for a cache can reduce spinlock contention, and improve
performance.

You can configure the number of cache partitions for:

« All datacaches, using the global cache partition numberconfiguration
parameter

e Anindividual cache, using sp_cacheconfig

The number of partitionsin acacheis always a power of 2 between 1 and
64. No pool inany cache partition can be smaller than 512K . In most cases,
since caches can be sized to meet requirements for storing individual
objects, you should use the local setting for the particular cache where
spinlock contention is an issue.

See " Reducing Spinlock Contention with Cache Partitions’ on page 32-18
of the Performance and Tuning Guide for information on choosing the
number of partitions for a cache.

Setting the number of cache partitions with sp_configure

Use sp_configure to set the number of cache partitions for all cacheson a
server. For example, to set the number of cache partitionsto 2, enter:

sp_configure "gl obal cache partition nunber", 2

You must restart the server for the change to take effect.

Setting the number of local cache partitions

Use sp_cacheconfig or the configuration file to set the number of local
cache partitions. This command sets the number of cache partitionsin the
default data cache to 4:

sp_cacheconfig "default data cache", "cache_partition=4"

You must restart the server for the change to take effect.
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Precedence

Thelocal cache partition setting always takes precedence over the global
cache partition value.

These commands set the server-wide partition number to 4, and the
number of partitions for pubs_cache to 2:

sp_configure "global cache partition nunber", 4
sp_cacheconfig "pubs_cache", "cache_partition=2"

Thelocal cache partition number takes precedence over the global cache
partition number, so pubs_cache uses 2 partitions. All other configured
caches have 4 partitions.

To remove the local setting for pubs_cache, and use the global value
instead, use this command:

sp_cacheconfig "pubs_cache", "cache_partition=default"
To reset the globa cache partition number to the default, use:

sp_configure "global cache partition nunber", 0, "default"

Dropping a memory pool

To completely remove apoal, reset its sizeto 0. The following removes
the 16K pool and places all space in the default pool:

sp_pool config "default data cache", "0", "16K"

sp_cacheconfig "default data cache"

Cache Nane St at us Type Config Val ue Run Val ue

default data cache Active Def aul t 25.00 Mo 29.28 Mo
Tot al 25.00 Mo 29.28 Mo

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 M, Run Size: 29.28 M
Config Replacenment: strict LRU, Run Repl acenent: strict LRU

Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 3844 Kb 6.50 M 25.28 Mo 10
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4 Kb 512 Kb 4.00 M 4.00 M 10

If you do not specify the affected pool size (16K in the example above),
all the spaceis placed in the default pool. You cannot delete the default
pool in any cache.

When pools cannot be dropped due to pages use

If the pool you are trying to del ete contains pages that are in use, or pages
that have dirty reads, but are not written to disk, Adaptive Server movesas
many pages as possible to the specified pool and prints an informational
message telling you the size of the remaining pool. If the pool sizeis
smaller than the minimum allowable pool size, you also receive awarning
message saying the pool has been marked unavailable. If you run
sp_cacheconfig after receiving one of these warnings, the pool detail
section for these pools contains an extra “ Status’ column, with either
“Unavailable/too small” or “Unavailable/deleted” for the affected pool.

You can reissue the command at alater time to complete removing the
pool. Pools with “Unavailable/too small” or “Unavailable/deleted” are
also removed when you restart Adaptive Server.

Cache binding effects on memory and query plans

Binding and unbinding objects may have an impact on performance.
When you bind or unbind a table or an index:

e The object’s pages are flushed from the cache.
e The object must be locked to perform the binding.

e All query plansfor procedures and triggers must be recompiled.
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Flushing pages from cache

When you bind an object or database to a cache, the object’s pagesthat are
already in memory are removed from the source cache. The next time the
pages are needed by a query, they are read into the new cache. Similarly,
when you unbind objects, the pages in cache are removed from the user-
configured cache and read into the default cache the next time they are
needed by a query.

Locking to perform bindings

To bind or unbind user tables, indexes, or text or image objects, the cache
binding commands need an exclusive table lock on the object. If a user
holds locks on atable, and you issue sp_bindcache, sp_unbindcache, or
sp_unbindcache_all on the object, the system procedure sleeps until it can
acquire the locks it needs.

For databases, system tables, and indexes on system tables, the database
must be in single-user mode, so there cannot be another user who holds a
lock on the object.

Cache binding effects on stored procedures and triggers

Cache bindings and /O sizes are part of the query plan for stored
procedures and triggers. When you change the cache binding for an object,
all the stored procedures that reference the object are recompiled the next
timethey are executed. When you change the cache binding for adatabase,
all stored procedures that reference any objectsin the database that are not
explicitly bound to a cache are recompiled the next time they are run.
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Configuring data caches with the configuration file

You can add or drop named data caches and reconfigure existing caches
and their memory pools by editing the configuration file that is used when
you start Adaptive Server.

Note You cannot reconfigure caches and pools on a server whileitis
running. Any attempt to read a configuration file that contains cache and
pool configurations different from those already configured on the server
causes the read to fail.

Cache and pool entries in the configuration file

Each configured data cache on the server has this block of information in
the configuration file:

[ Naned Cache: cache_nane]
cache size = {size | DEFAULT}
cache status = {m xed cache | log only | default data cache}
cache replacenent policy = {DEFAULT |
rel axed LRU repl acenent| strict LRU replacenent }

Size units can be specified with:

e P —pages (Adaptive Server pages)

e K —Kkilobytes (default)

M —megabytes

 G-gigabytes

This example shows the configuration file entry for the default data cache:

[ Nanmed Cache: default data cache]
cache size = DEFAULT
cache status = default data cache
cache replacenent policy = strict LRU repl acenent

The default data cache entry isthe only cache entry that isrequired in for
Adaptive Server to start. It must have the cache size and cache status, and
the status must be “default data cache.”

If the cache has pools configured in addition to the pool, the block in the
preceding example is followed by ablock of information for each pool:
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defaul t dat
pubs_cache
pubs_I og

tenmpdb_cach

[16K |/ O Buffer Pool]
pool size = size
wash size = size
| ocal async prefetch limt = DEFAULT

Note Insome cases, thereis no configuration file entry for the pool in a
cache. If you change the asynchronous prefetch percentage with
sp_poolconfig, the change is not written to the configuration file, only to
system tables.

This example shows output from sp_cacheconfig, followed by the
configuration file entries that match this cache and pool configuration:

St at us Type Config Val ue Run Val ue
a cache Active Def aul t 25.00 Mo 29.28 M
Active M xed 20.00 Mo 20.00 Mo
Active Log Only 6.00 M 6.00 M
e Active M xed 4.00 Mo 4.00 Mo
Tot al 55.00 Mo 59.28 M

Cache: default data cache, Status: Active, Type: Default

Config Size: 25.00 M, Run Size: 29.28 M
Config Replacenment: strict LRU, Run Repl acenent: strict LRU
Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 3844 Kb 6.50 M 25.28 Mo 10
4 Kb 512 Kb 4.00 Mo 4.00 Mo 10
Cache: pubs_cache, Status: Active, Type: M xed
Config Size: 20.00 M, Run Si ze: 20.00 M
Config Replacenment: strict LRU, Run Repl acenent: strict LRU
Config Partition: 1, Run Partition: 1
10 Size Wash Size Config Size Run Size APF Per cent
2 Kb 2662 Kb 0.00 M 13.00 M 10
16 Kb 1424 Kb 7.00 M 7.00 Mo 10
Cache: pubs_| og, Status: Active, Type: Log Only
Config Size: 6.00 M, Run Size: 6.00 M
Config Replacenent: relaxed LRU, Run Repl acenent: rel axed LRU
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Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent

2 Kb 716 Kb 0.00 Mo 1.00 M 10

4 Kb 1024 Kb 5.00 Mo 5.00 Mo 10

Cache: tenpdb_cache, Status: Active, Type: M xed
Config Size: 4.00 M, Run Size: 4.00 M
Config Replacenment: strict LRU, Run Repl acenment: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 818 Kb 0.00 M 4.00 M 10

Thisis the matching configuration file information:

[ Nanmed Cache: default data cache]
cache size = 25M
cache status = default data cache
cache repl acenent policy = DEFAULT
| ocal cache partition nunber = DEFAULT

[2K 1/ O Buf fer Pool]
pool size = 6656. 0000k
wash size = 3844 K
| ocal async prefetch Iimt

DEFAULT

[4K 1/ O Buf fer Pool]
pool size = 4.0000M
wash size = DEFAULT
| ocal async prefetch linmt = DEFAULT

[ Nanmed Cache: pubs_cache]

cache size = 20M

cache status = mixed cache

cache replacenent policy = strict LRU
repl acenent

| ocal cache partition nunber = DEFAULT

[16K |/ O Buffer Pool]
pool size = 7.0000M
wash size = DEFAULT
| ocal async prefetch limt = DEFAULT

[ Nanmed Cache: pubs_I og]
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cache size = 6M

cache status = log only

cache repl acenent policy = rel axed LRU
repl acement

| ocal cache partition number = DEFAULT

[4K 1/ O Buffer Pool]
pool size = 5.0000M
wash size = DEFAULT
| ocal async prefetch limt = DEFAULT

[ Named Cache: t enpdb_cache]
cache size = 4M
cache status = m xed cache
cache repl acenent policy = DEFAULT
| ocal cache partition number = DEFAULT

For more information about the configuration file, see Chapter 7, “ Setting
Configuration Parameters.”

Warning! Check the max memory configuration parameter and allow
enough memory for other Adaptive Server needs. If you assign too much
memory to datacachesin your configuration file, Adaptive Server will not
start. If this occurs, edit the configuration file to reduce the amount of
spaceinthedatacaches, or increase the max memory allocated to Adaptive
Server. See Chapter 18, “Configuring Memory,” for suggestions on
monitoring cache sizes.

Cache configuration guidelines

User-definable caches are a performance feature of Adaptive Server. This
chapter addresses only the mechanics of configuring caches and poolsand
binding objects to caches. Performance information and suggested
strategies for testing cache utilization is addressed in Chapter 32,
“Memory Use and Performance,” in the Performance and Tuning Guide.

Here are some general guidelines:

¢ Thesize of the default data cache does not decrease when you
configure other caches.
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Make sure that your default data cache islarge enough for all cache
activity on unbound tables and indexes. All objects that are not
explicitly bound to a cache use the default cache. This includes any
unbound system tables in the user databases, the system tablesin
master, and any other objects that are not explicitly bound to a cache.

During recovery, only the 2K memory pool of the default cacheis
active. Transactions logs are read into the 2K pooal of the default
cache. All transactionsthat must be rolled back or rolled forward must
read data pages into the default data cache. If the default data cache is
too small, it can slow recovery time.

Do not “starve” the 2K pool in any cache. For many types of data
access, thereisno need for large 1/0O. For example, asimple query that
uses an index to return asingle row to the user might use 4 or 5 2K
1/Os, and gain nothing from 16K 1/O.

Certain commands can perform only 2K 1/O: disk init, certain dbcc
commands, and drop table. dbcc checktable can perform large I/0O, and
dbcc checkdb performslarge /O on tables and 2K /O on indexes.

For caches used by transaction logs, configure an 1/0 pool that
matches the default log I/O size. Thissizeis set for a database using
sp_logiosize. The default valueis 4K.

Trying to manage every index and object and its caching can waste
cache space. If you have created caches or poolsthat are not optimally
used by the tables or indexes bound to them, they are wasting space
and creating additional 1/O in other caches.

If tempdb is used heavily by your applications, bind it to its own
cache. Note that you can bind only the entire tempdb database, you
cannot bind individual objects from tempdb.

For caches with high update and replacement rates, be sure that your
wash size is large enough.

On multi-CPU systems, spread your busiest tables and their indexes
across multiple caches to avoid spinlock contention.

Consider reconfiguring caches or the memory pools within cachesto
match changing workloads. Reconfiguring cachesrequiresarestart of
the server, but memory pool reconfiguration does not.
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Configuration file errors

For example, if your system performs mostly OLTP (online
transaction processing) during most of the month, and has heavy DSS
(decision-support system) activity for afew days, consider moving
space from the 2K pool to the 16K pool for the high DSS activity and
resizing the pools for OLTP when the DSS workload ends.

If you edit your configuration file manually, check the cache, pool, and
wash sizes carefully. Certain configuration file errors can cause start-up
failure:

Thetotal size of all of the caches cannot be greater than the amount of
max memory, minus other Adaptive Server memory needs.

Thetotal size of the poolsin any cache cannot be greater than the size
of the cache.

The wash size cannot be too small (less than 20 percent of the pool
size, with a minimum of 10 buffers) and cannot be larger than 80
percent of the buffersin the pool.

The default data cache status must be “ default data cache,” and the
size must be specified, either as a numeric value or as“DEFAULT”.

The status and size for any cache must be specified.

The pool size and wash size for all poolslarger than 2K must be
specified.

The status of all user-defined caches must be “mixed cache” or “log
only”.

The cache replacement policy and the asynchronous prefetch
percentage are optional, but, if specified, they must have correct
parameters or “DEFAULT”.

In most cases, problems with missing entries are reported as “unknown
format” errors on linesimmediately following the entry where the size,
status, or other information was omitted. Other errors provide the name of
the cache where the error occurred and the type of error. For example, you
seethis error if the wash size for apool is specified incorrectly:

The wash size for the 4k buffer pool in cache
pubs_cache has been incorrectly configured. It must
be a minimum of 10 buffers and a maxi mum of 80
percent of the nunber of buffers in the pool.
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CHAPTER 20

Managing Multiprocessor
Servers

This chapter provides guidelines for administering Adaptive Server on a
multiprocessor.

Topics covered in this chapter include:

Topic Page
Parallel processing 635
Definitions 636
Target architecture 636
Configuring an SMP environment 638

Parallel processing

Adaptive Server implements the Sybase Virtual Server Architecture™,
which enables it to take advantage of the parallel processing feature of
symmetric multiprocessing (SMP) systems. You can run Adaptive Server
asasingleprocessor as multiple, cooperating processes, depending on the
number of CPUs available and the demands placed on the server machine.
This chapter describes:

»  Thetarget machine architecture for the SMP Adaptive Server
»  Adaptive Server architecture for SMP environments

»  Adaptive Server task management in the SMP environment

»  Managing multiple engines

For information on application design for SMP systems, see Chapter 3,
“Using Engines and CPUS,” in the Performance and Tuning Guide.
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Definitions

Target architecture
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Here are the definitions for several terms used in this chapter:

Process — an execution environment scheduled onto physical CPUs
by the operating system.

Engine — a process running an Adaptive Server that communicates
with the other Adaptive Server processes via shared memory. An
engine can be thought of as one CPU’sworth of processing power. It
does not represent a particular CPU. Also referred to as a server
engine.

Task — an execution environment within the Adaptive Server that is
scheduled onto engines by the Adaptive Server.

Affinity —describes aprocessin which acertain Adaptive Server task
runs only on a certain engine (task affinity), a certain engine handles
network /O for a certain task (network /O affinity), or acertain
engine runs only on a certain CPU (engine affinity).

Network affinity migration — describes the process of moving
network /O from one engine to another. SMP systems that support
this migration allow Adaptive Server to distribute the network 1/0
load among all of its engines.

The SMP environment product is intended for machines with the
following features:

A symmetric multiprocessing operating system
Shared memory over acommon bus

1-128 processors

No master processor

Very high throughput

Adaptive Server consists of one or more cooperating processes (called
engines), all of which run the server program in parallel. See Figure 20-1.
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Figure 20-1: SMP environment architecture

Clients CPUs Disks
Operating System
Engine O Engine 1 Engine 2
Registers Registers Registers
file descriptors/ file descriptors/ file descriptors/
channels channels channels

Shared executable

Program memory

Shared memory

Data memory

When clients connect to Adaptive Server, the client connections are
assigned to enginesin around-robin fashion, so all engines sharethework
of handling network 1/O for clients. All engines are peers, and they
communicate via shared memory.

The server engines perform all database functions, including updates and
logging. Adaptive Server, not the operating system, dynamically
schedules client tasks onto available engines.
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The operating system schedul es the engine processes onto physical
processors. Any available CPU is used for any engine; there is no engine
affinity. The processing is called symmetric because the lack of affinity
between processes and CPUs creates a symmetrically balanced load.

Configuring an SMP environment

Managing engines

Configuring the SMP environment is much the same as configuring the
uniprocessor environment, although SM P machines are typically more
powerful and handle many more users. The SMP environment provides
the additional ability to control the number of engines.

To achieve optimum performance from an SMP system, you must
maintain the right number of engines.

An engine represents a certain amount of CPU power. It is aconfigurable
resource like memory.

Note If your server connections use CIS, they are affinitied to asingle
engine, and will not be allowed to migrate from one engine to another.
Adaptive Server uses aload balancing algorithm to evenly distribute the
load among the engines.

Resetting the number of engines

638

When you first install an Adaptive Server, the system is configured for a
single engine. To use multiple engines, you must reset the number of
enginesthefirst timeyou restart the server. You may also want to reset the
number of engines at other times.

For example:

e You might want to increase the number of enginesif current
performance is not adequate for an application and there are enough
CPUs on the machine.
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¢ You might want to decrease the number of enginesif ahardware
failure disables CPUs on the machine.

You must restart the server to reset the number of engines.

The max online engines configuration parameter controls the number of
engines used by Adaptive Server. Reset this parameter sp_configure. For
example, to set the number of enginesto 3:

1 Issuethefollowing command:
sp_configure "max online engines", 3
2  Stop and restart the server.

Repeat these steps whenever you need to change the number of engines.
Engines other than engine 0 are brought online after recovery is complete.

Choosing the right number of engines

It isimportant that you choose the right number of engines for Adaptive
Server. Here are some guidelines:

¢ Never have more engines than CPUs. Doing so may slow
performance. If a CPU goes offline, use sp_configure to reduce the
max online engines configuration parameter by 1 and restart Adaptive
Server.

¢ Haveonly asmany engines asyou have usable CPUs. If thereisalot
of processing by the client or other non-Adaptive Server processes,
then one engine per CPU may be excessive. Remember, too, that the
operating system may take up part of one of the CPUs.

¢ Haveenough engines. It is good practice to start with afew engines
and add engines when the existing CPUs are ailmost fully used. If
there are too few engines, the capacity of the existing engineswill be
exceeded and bottlenecks may result.

Taking engines offline with dbcc engine

You can dynamically change the number of enginesin use by Adaptive
Server with the dbcc engine command to take an engine offline or bring an
engine online. This allows a System Administrator to reconfigure CPU
resources as processing requirements fluctuate over time.
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Two configuration parameterslimit the number of enginesavailableto the
server:

*  max online engines —when the server isbooted, the number of engines
specified by max online engines are started. The number of engines
can never exceed max online engines.

e min online engines — sets the minimum number of engines. When you
take engines offline using dbcc engine, you cannot reduce the number
of engines below the value set by min online engines.

Due to the operating system limit on the number of file descriptors per
process, reducing the number of engines reduces the number of network
connections that the server can have.

There is no way to migrate a network connection created for server-to-
server remote procedure calls, for example, connections to Replication
Server and XP Server, so you cannot take an engine offline that is
managing one of these connections.

dbcc engine syntax and usage
The syntax for dbcc engine is:
dbcc engine(offline , [enginenum] )
dbcc engine("online™)

If enginenum is not specified, the highest-numbered engineis taken
offline.

Depending on your operating system and the load on Adaptive Server,
taking an engine offline can take several minutes. To complete the task of
taking an engine offline, the following steps must be completed:

e All outstanding 1/Os for the engine must compl ete.
«  All tasks affiliated with the engine must be migrated to other engines.
e Operating system and internal cleanup must de-allocate al structures.
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If tasks cannot be migrated within approximately 5 minutes, the tasks are
killed.

Warning! If you use dbcc engine(offline) when CPU utilization is high on
the server, Adaptive Server may not be able to migrate all tasks before the
time limit expires.Tasks that cannot be migrated within the time limit are
killed.

Status and messages during dbcc engine(offline)

When a System Administrator issues a dbcc engine(offline) command,
messages are sent to the error log. For example, these are the messages on
Sun Solaris:

00: 00000: 00000: 1999/ 04/ 08 15: 09: 01. 13 kernel engi ne
5, os pid 19441 offline

dbcc engine(offline) returnsimmediately; you must monitor the error log or
check the engine status in sysengines to know that the offline-engine task
compl etes.

An engine with open network connections using Client Library cannot be
taken offline. Attempting to offline the engine reports this message in the
error log:

00: 00000: 00000: 1999/ 04/ 08 15:30: 42. 47 kernel
ueoffline: engine 3 has outstanding ct-lib
connections and cannot be offlined.

If there are tasks that cannot be migrated to another engine within several
minutes, thetask iskilled, and amessage similar to thisis sent to the error

log:

00: 00000: 00000: 1999/ 04/ 08 15:20: 31. 26 ker nel
Process 57 is killed due to engine offline.

Monitoring engine status

Valuesin thestatus column of sysengines track the progress of dbcc engine
commands:

» online —indicates the engineis online.

641



Configuring an SMP environment

* inoffline —indicatesthat dbcc engine(offline) has been run. The engine
is till allocated to the server, but isin the process of having its tasks
migrated to other engines.

e indestroy —indicatesthat all tasks have successfully migrated off the
engine, and that the server iswaiting on the OSlevel task to deallocate
the engine.

e increate —indicates that an engine isin the process of being brought
online.

Thefollowing command showsthe engine number, status, number of tasks
affinitied, and the time an engine was brought online:

sel ect engine, status, affinitied, starttine
from sysengi nes

engi ne status affinitied starttine
0 online 12 Mar 5 1999 9: 40PM
1 online 9 Mar 5 1999 9:41PM
2 online 12 Mar 5 1999 9:41PM
3 online 14 Mar 5 1999 9:51PM
4 online 8 Mar 5 1999 9:51PM
5in offline 10 Mar 5 1999 9:51PM

Logical process management and dbcc engine(offline)

If you are using logical process management to bind particular logins or
applications to engine groups, use dbcc engine(offline) carefully. If you
offline all engines for an engine group:

« Thelogin or application can run on any engine
* Anadvisory messageis sent to the connection logging in to the server

Since engine affinity is assigned when a client logsin, users who are
already logged in are not migrated if the engines in the engine group are
brought online again with dbcc engine("online”).

Monitoring CPU usage

To maintain the correct number of engines, monitor CPU usage with an
operating system utility. See the configuration documentation for your
platform for the appropriate utility for your operating system.
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Managing user connections

If the SMP system supports network affinity migration, each engine
handlesthe network I/O for its connections. During login, Adaptive Server
migrates the client connection task from engine O to the engine currently
servicing the smallest number of connections. The client’s tasks run
network /O on that engine (network affinity) until the connection is
terminated. To determineif your SMP system supports this migration, see
the configuration documentation for your platform.

By distributing the network 1/0 among its engines, Adaptive Server can
handle more user connections. The per-process limit on the maximum
number of open file descriptors no longer limits the number of
connections. Adding more engines linearly increases the maximum
number of file descriptors, as stored in the global variable
@@max_connections.

As you increase the number of engines, Adaptive Server printsthe
increased @@max_connections value to standard output and the error log
file after you restart the server. You can query the value as follows:

sel ect @@rax_connecti ons

This number represents the maximum number of file descriptors allowed
by the operating system for your process, minusthese file descriptors used
by Adaptive Server:

¢ Onefor each master network listener on engine O (one for every
“master” linein the interfaces file entry for that Adaptive Server)

¢ Onefor each engine's standard output

e Onefor each engine's error log file

¢ Two for each engine's network affinity migration channel
e One per engine for configuration

¢ One per engine for theinterfacesfile

For example, if Adaptive Server is configured for one engine, and the
value of @@max_connections equals 1019, adding a second engine
increases the value of @@max_connections to 2039 (assuming only one
master network listener).
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You can configure the number of user connections parameter to take
advantage of an increased @@max_connections limit. However, each
time you decrease the number of engines using max online engines, you
must also adjust the number of user connections value accordingly.
Reconfiguring max online engines or number of user connections is not
dynamic, so you must restart the server to change these configuration
values. For information about configuring number of user connections, see
Chapter 5, “ Setting Configuration Parameters.”

Configuration parameters that affect SMP systems

Chapter 5, “ Setting Configuration Parameters,” lists configuration
parameters for Adaptive Server. Some of those parameters, such as
spinlock ratios, are applicable only to SMP systems.

Configuring spinlock ratio parameters

Spinlock ratio parameters specify the number of internal system resources
such asrows in an internal table or cache that are protected by one
spinlock. A spinlock is asimple locking mechanism that prevents a
process from accessing the system resource currently used by another
process. All processes trying to access the resource must wait (or “spin”)
until the lock is released.

Spinlock ratio configuration parameters are meaningful only in
multiprocessing systems. An Adaptive Server configured with only one
engine has only one spinlock, regardless of the value specified for a
spinlock ratio configuration parameter.

Table 20-1 lists system resources protected by spinlocks and the
configuration parameters you can use to change the default spinlock ratio.

Table 20-1: Spinlock ratio configuration parameters

Configuration parameter

System resource protected

lock spinlock ratio

Number of lock hash buckets

open index hash spinlock ratio

Index metadata descriptor hash tables

open index spinlock ratio

Index metadata descriptors

open object spinlock ratio

Object metadata descriptors

partition spinlock ratio

Rowsin theinternal partition caches

user log cache spinlock ratio

User log caches
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Round-robin assignment

The value specified for a spinlock ratio parameter defines theratio of the
particular resourceto spinlocks, not the number of spinlocks. For example,
if 100 is specified for the spinlock ratio, Adaptive Server alocates one
spinlock for each 100 resources. The number of spinlocks allocated by
Adaptive Server dependson thetotal number of resourcesaswell asonthe
ratio specified. The lower the value specified for the spinlock ratio, the
higher the number of spinlocks.

Spinlocks are assigned to system resourcesin one of two ways:
¢ Round-robin assignment

e Seguential assignment

Metadata cache spinlocks (configured by the open index hash spinlock
ratio, open index spinlock ratio, and open object spinlock ratio
parameters) use the round-robin assignment method.

Figure 20-2illustrates one example of the round-robin assignment method
and shows the relationship between spinlocks and index metadata
descriptors.
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Figure 20-2: Relationship between spinlocks and index descriptors

Descriptors 1, 5,
9, and so on

Spinlock 1
Protects IndexL

Spinlock 2
Protects IndexL

Descriptors 2, 6,
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Spinlock 3
Protects Indexl

Descriptors 3, 7,
11, and so on

Spinlock 4
Protects IndexL

Descriptors 4, 8,
12, and so on

Sequential assignment
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Index Index Index Index
Descriptor Descriptor Descriptorj Descriptor
1 5 9 397
Index Index Index Index
Descriptor Descriptor Descriptor Descriptor
2 6 10 398

Index Index Index Index
Descriptor Descriptor Descriptor§ | Descriptor
3 7 11 399
Index Index Index Index
Descriptor Descriptor DescriptorJ . . . | Descriptor
4 8 12 400

Supposethere are 400 index metadata descriptors, or 400 rowsin theindex
descriptorsinternal table. You have set the ratio to 100. This means that
there will be 4 spinlocksin all: Spinlock 1 protects row 1; Spinlock 2
protects row 2, Spinlock 3 protects row 3, and Spinlock 4 protects row 4.
After that, Spinlock 1 protects the next avail able index descriptor, Index
Descriptor 5, until every index descriptor is protected by a spinlock. This
round-robin method of descriptor assignment reduces the chances of
spinlock contention.

Table lock spinlocks, configured by the table lock spinlock ratio parameter,
use the sequential assignment method. The default configuration for table
lock spinlock ratio is 20, which assigns 20 rows in an internal hash table
to each spinlock. The rows are divided up sequentially: the first spinlock
protectsthefirst 20 rows, the second spinlock protectsthe second 20 rows,
and so on.
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In theory, protecting one resource with one spinlock would provide the
least contention for aspinlock and would result in the highest concurrency.
In most cases, the default value for these spinlock ratios is probably best
for your system. Change theratio only if there is spinlock contention.

Use sp_sysmon to get areport on spinlock contention. See the
Performance and Tuning Guide for information on spinlock contention.
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CHAPTER 21

Creating and Managing User
Databases

This chapter explains how to create and manage user databases.

Topics covered in this chapter include:

Topic Page
Commands for creating and managing user databases 649
Permissions for managing user databases 650
Using the create database command 651
Assigning space and devices to databases 653
Placing the transaction log on a separate device 655
Using the for load option for database recovery 659
Using the with override option with create database 660
Changing database ownership 660
Using the alter database command 661
Using the drop database command 663
System tables that manage space allocation 664
Getting information about database storage 666

Commands for creating and managing user databases

Table 21-1 summarizes the commands for creating, modifying, and

dropping user databases and their transaction logs.

Table 21-1: Commands for managing user databases

Command

Task

create database...on dev_name
or

alter database...on dev_name

Makes database devices available to a particular Adaptive Server

database..

When used without the on dev_name clause, these commands

alocate space from the default pool of database devices.

dbcc checktable(syslogs)

Reports the size of the log.
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Command Task
sp_logdevice Specifiesadevicethat will storethelogwhen the current log device
becomes full.

sp_helpdb

Reports information about a database's size and devices.

sp_spaceused

Reports a summary of the amount of storage space used by a
database.

Permissions for managing user databases

650

By default, only the System Administrator has create database
permission. The System Administrator can grant permission to use the
create database command. However, in many installations, the System
Administrator maintains a monopoly on create database permission to
centralize control of database placement and database deviceallocation. In
these situations, the System Administrator creates new databases on behal f
of other users and then transfers ownership to the appropriate user(s).

To create a database and transfer ownership to another user, the System
Administrator:

1 Issuesthe create database command.
2 Switches to the new database with the use database command.

3 Executes sp_changedbowner, as described in “ Changing database
ownership” on page 660.

When a System Administrator grant permission to create databases, the
user that receives the permission must also be avalid user of the master
database, since all databases are created while using master.

Thefact that System Administrators seem to operate outside the protection
system serves as a safety precaution. For example, if a Database Owner
forgets his or her password or accidentally deletes all entriesin sysusers,
aSystem Administrator can repair the damage using the backups or dumps
that are made regularly.

Permission alter database or drop database defaults to the Database
Owner, and permission is automatically transferred with database
ownership. alter database and drop database permission cannot be
changed with grant or revoke.
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Using the create database command

Use create database to create user databases. You must have create
database permission, and you must be avalid user of master. Alwaystype
use master before you create a new database.

Note Eachtimeyou enter the create database command, dump the master
database. This makes recovery easier and safer in case master islater
damaged. See Chapter 28, “Restoring the System Databases,” for more
information.

create database syntax
The create database syntax is:

create database database _name
[on {default | database_device} [= size]
[, database_device [= size]...]
[log on database_device [ = size ]
[, database_device [= size]]...]
[with {override | default_location = "pathname"}]
[for {load | proxy_update}]

A database name must follow therulesfor identifiers. You can create only
one database at atime.

Initssimplest form, create database creates a database on the default
database devices listed in master..sysdevices:

create dat abase newpubs

You can control different characteristics of the new database by using the
create database clauses:

*  Theon clause specifies the names of one or more database devices
and the space allocation, in megabytes, for each database device. See
“Assigning space and devices to databases’ on page 653 for more
information.

* Thelog on clause places the transaction log (the syslogs table) on a
separate database device with the specified or default size. See
“Placing the transaction log on a separate device” on page 655 for
more information.
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for load causes Adaptive Server to skip the page-clearing step during
database creation. Usethisclauseif youintend toload adump into the
new database as the next step. See “Using the for load option for
database recovery” on page 659 for more information.

with override allows A daptive Servers on machineswith limited space
to maintain their logs on device fragmentsthat are separate from their
data. Use this option only when you are putting log and data on the
samelogical device. See “Using the with override option with create
database” on page 660 for more information.

sizeisin the following unit specifiers: ‘k’ or ‘K’ (kilobytes), ‘m’ or
‘M’ (megabytes), and ‘g’ or ‘G’ (gigabytes).

How create database works

When a user with the required permission issues create database,
Adaptive Server:
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Verifies that the database name specified is unique.
Makes sure that the database device names specified are available.
Finds an unused identification number for the new database.

Assigns space to the database on the specified database devices and
updates master..sysusages to reflect these assignments.

Inserts arow into sysdatabases.

Makes a copy of the model database in the new database space,
thereby creating the new database’s system tables.

Clears all the remaining pagesin the database device. If you are
creating a database to load a database dump, for load skips page
clearing, which is performed after the load compl etes).

The new database initially contains a set of system tableswith entriesthat
describe the system tables themselves. The new database inherits al the
changes you have made to the model database, including:

The addition of user names.

The addition of objects.
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e Thedatabase option settings. Originally, the options are set to“ off” in
model. If you want all of your databases to inherit particul ar options,
change the options in model with sp_dboption. See Chapter 2,

“ System and Optional Databases,” for moreinformation about model.
See Chapter 22, “ Setting Database Options,” for more information
about changing database options.

Adding users to databases

After creating a new database, the System Administrator or Database
Owner can manually add users to the database with sp_adduser. Thistask
can be done with the help of the System Security Officer, if new Adaptive
Server logins arerequired. See Chapter 9, “ Security Administration,” for
details on managing Adaptive Server logins and database users.

Assigning space and devices to databases

Adaptive Server alocates storage space to databases when a user enters
the create database Or alter database command. create database can
specify one or more database devices, along with the amount of space on
each that isto be allocated to the new database.

Note You can aso usethe log on clause to place a production database's
transaction log on a separate device. See“ Placing the transaction log on a
separate device” on page 655 for more information.

If you use the default keyword, or if you omit the on clause, Adaptive
Server puts the database on one or more of the default database devices
specified in master..sysdevices. See “ Designating default devices’ on
page 549 for more information about the default pool of devices.

To specify asize (4AMB in the following example€) for adatabase that isto
be stored in a default location, use on default = size like this:

creat e dat abase newpubs
on default = “4M
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To place the database on specific database devices, give the name(s) of the
database device(s) where you want it stored. You can request that a
database be stored on more than one database device, with a different
amount of space on each. All the database devices named in create
database must belisted in sysdevices. |n other words, they must have been
initialized with disk init. See Chapter 16, “Initializing Database Devices,”
for instructions about using disk init.

Thefollowing statement createsthe newdb database and allocates 3M B on
mydata and 2M B on newdata. The database and transaction log are not
separated:

creat e dat abase newdb
on nydata = “3M newdata = “2M

Warning! Unlessyou are creating asmall or noncritical database, always
place the log on a separate database device. Follow the instructions under
“Placing the transaction log on a separate device” on page 655 to create
production databases.

If the amount of space you request on a specific database deviceis
unavailable, Adaptive Server creates the database with as much space as
possible on each device and displays a message informing you how much
spaceit has allocated on each database device. Thisis not considered an
error. If there isless than the minimum space necessary for a database on
the specified database device, create database fails.

If you create (or alter) adatabase on a UNIX device file that does not use
the dsync setting, Adaptive Server displays an error message in the error
log file. For example, if you create the “mydata” devicein the previous
example does not use dsync, you would see a message similar to:

War ni ng: The database 'newdb’ is using an unsafe virtual device 'nmydata’. The
recovery of this database can not be guaranteed.

Default database size and devices

654

If you omit the size parameter in the on clause, Adaptive Server createsthe
database with a default amount of space. This amount is the larger of the
sizes specified by the default database size configuration parameter and
the model database.
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The size of model and the value of default database size areinitially set to
the size of the server’slogical page. To change the size of model, allocate
more space to it with alter database. To change the default database size
configuration parameter, use sp_configure. Changing default database size
enables you to set the default size for new databases to any size between
the server’slogical page size and 10,000MB. See “default database size”
on page 182 for complete instructions.

If you omit the on clause, the database is created as the default size, as
described above. The spaceis allocated in alphabetical order by database
device name, from the default database devices specified in
master..sysdevices.

To see the logical names of default database devices, enter:

sel ect name
from sysdevi ces
where status & 1 =1
order by name

sp_helpdevice also displays “default disk” as part of the description of
database devices.

Estimating the required space

The size alocation decisions you make are important, because it is
difficult to reclaim storage space after it has been assigned. You can
always add space; however, you cannot de-allocate space that has been
assigned to a database, unless you drop the database first.

You can estimate the size of the tables and indexes for your database by
using sp_estspace or by calculating the value. See Chapter 15,
“Determining Sizes of Tablesand Indexes,” in the Performance and
Tuning Guide for instructions.

Placing the transaction log on a separate device

Use the log on clause of the create database command to place the
transaction log (the syslogs table) on a separate database device. Unless
you are creating very small, noncritical databases, always placethelog on
aseparate database device. Placing thelogs on a separate database device:
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e Letsyou usedump transaction, rather than dump database, thus saving
time and tapes.

« Letsyou establish afixed size for the log to keep it from competing
for space with other database activity.

e Creates default free-space threshold monitoring on the log segment
and allows you to create additional free-space monitoring on the log
and data portions of the database. See Chapter 29, “Managing Free
Space with Thresholds,” for more information.

»  Improves performance.

e Ensuresfull recovery from hard disk crashes. A special argument to
dump transaction | ets you dump your transaction log, even when your
data device is on a damaged disk.

To specify asize and device for the transaction log, use the log on device
= sizeclauseto create database. The sizeisin the unit specifiers‘k’ or ‘K’
(kilobytes), ‘m’ or ‘M’ (megabytes), and ‘g’ or ‘G’ (gigabytes). For
example, the following statement creates the newdb database, allocates
8MB on mydata and 4MB on newdata, and places a 3MB transaction log
on athird database device, tranlog:

create database newdb
on nydata = “8M, newdata = “4M
log on tranlog = “3M

Estimating the transaction log size
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The size of the transaction log is determined by:
e Theamount of update activity in the associated database
e Thefreguency of transaction log dumps

Thisistrue whether you perform transaction log dumps manually or use
threshold proceduresto automate thetask. Asageneral rule, alocateto the
log 10 to 25 percent of the space that you allocate to the database.
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Inserts, deletes, and updates increase the size of the log. dump transaction
decreasesits size by writing committed transactions to disk and removing
them from the log. Since update statements require logging the “ before”
and “after” images of arow, applications that update many rows at once
should plan on the transaction log being at least twice as large as the
number of rows to be updated at the same time, or twice as large as your
largest table. Or you can batch the updatesin smaller groups, performing
transaction dumps between the batches.

In databases that have alot of insert and update activity, logs can grow
very quickly. To determine the required log size, periodically check the
size of thelog. Thiswill aso help you choose thresholds for the log and
scheduling the timing of transaction log dumps. To check the space used
by a database's transaction log, first use the database. Then enter:

dbcc checkt abl e(sysl ogs)

dbcc reports the number of data pages being used by thelog. If your logis
on a separate device, dbcc checktable also tells you how much space is
used and how much is free. Here is sample output for a2MB log:

Checki ng sysl ogs

The total nunber of data pages in this table is 199.

*** NOTI CE: Space used on the |l og segnent is 0.39 Mytes, 19.43%
*** NOTI CE: Space free on the log segnent is 1.61 Myytes, 80.57%
Tabl e has 1661 data rows.

You can a'so use the following Transact-SQL statement to check on the
growth of thelog:

sel ect count(*) from sysl ogs

Repeat either command periodically to see how fast the log grows.

Default log size and device

If you omit the size parameter in the log on clause, Adaptive Server
allocates one logical page of storage on the specified log device. If you
omit the log on clause entirely, Adaptive Server placesthe transaction log
on the same database device as the data tables.
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Moving the transaction log to another device
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If you did not use the log on clause to create database, follow the
instructions in this section to move your transaction log to another
database device.

sp_logdevice moves the transaction log of a database with log and dataon
the same device to a separate database device. However, the transaction
log remains on the original device until the allocated page has been filled
and the transaction log has been dumped.

Note If thelog and its database share the same device, subsequent use of
sp_logdevice affects only future writesto thelog; it does not immediately
move the first few log pages that were written when the database was
created. Thiscreates exposure problemsin certain recovery situations, and
is not recommended.

The syntax for sp_logdevice is:
sp_logdevice database_name, devhame

The database device you name must be initialized with disk init and must
be allocated to the database with create or alter database.

To move the entire transaction log to another device:
1 Execute sp_logdevice, naming the new database device.

2 Execute enough transactionsto fill the page that is currently in use.
The amount of space you will need to update depends on the size of
your logical pages. You can execute dbcc checktable(syslogs) before
and after you start updating to determine when a new page is used.

3 Wait for al currently active transactions to finish. You may want to
put the database into single-user mode with sp_dboption.

4 Run dump transaction, which removes all the log pages that it writes
to disk. Aslong asthere are no active transactions in the part of the
log onthe old device, all of those pageswill be removed. See Chapter
26, “Developing a Backup and Recovery Plan,” for more
information.
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5 Runsp_helplog to ensure that the complete log is on the new log
device.

Note When you move a transaction log, the space no longer used by
the transaction log becomes available for data. However, you cannot
reduce the amount of space allocated to a device by moving the
transaction log.

Transaction logs are discussed in detail in Chapter 26, “Developing a
Backup and Recovery Plan.”

Using the for load option for database recovery

Adaptive Server generally clears all unused pages in the database device
when you create a new database. Clearing the pages can take several
seconds or several minutes to complete, depending on the size of the
database and the speed of your system.

Usethefor load option if you are going to usethe database for loading from
a database dump, either for recovery from mediafailure or for moving a
database from one machine to another. Using for load runs a streamlined
version of create database that skips the page-clearing step, and createsa
target database that can be used only for loading a dump.

If you create a database using for load, you can run only the following
commands in the new database before loading a database dump:

e alter database...for load
* drop database
J load database

When you |oad a database dump, the new database device allocations for
the database need to match the usage allocations in the dumped database.
See Chapter 27, “Backing Up and Restoring User Databases,” for a
discussion of duplicating space allocation.

After you load the database dump into the new database, there are no
restrictions on the commands you can use.
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Using the with override option with create database

This option allows machines with limited space to maintain their logs on
device fragments that are separate from their data. Use this option only
when you put log and data on the same logical device. Although thisisnot
recommended practice, it may be the only option available on machines
with limited storage, especialy if you need to get databases back online
following a hard disk crash.

You will still be able to dump your transaction log, but if you experience
amediafailure, you will not be ableto accessthe current log, sinceitison
the same device as the data. You will be able to recover only to the last
transaction log dump, and all transactions between that point and the
failure time will be lost.

In thefollowing example, thelog and data are on separate fragments of the
same logical device:

create database littledb
on di skdevl = "4M
Il og on di skdevl = "1M
with override

The minimum database size you can create is the size of model.

Changing database ownership
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A System Administrator might want to create the user databases and give
ownership of them to another user after completing some of theinitial
work. sp_changedbowner changes the ownership of adatabase. The
procedure must be executed by the System Administrator in the database
where the ownership will be changed. The syntax is:

sp_changedbowner loginame [, true ]

The following example makes the user “albert” the owner of the current
database and dropsthe aliases of userswho could act asthe former “dbo.”

sp_changedbowner al bert
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The new owner must already have alogin namein Adaptive Server, but he
or she cannot be auser of the database or have an aliasin the database. You
may have to use sp_dropuser or sp_dropalias before you can change a
database’s ownership. See the Chapter 9, “ Security Administration,” for
more information about changing ownership.

To transfer aliases and their permissions to the new Database Owner, add
the second parameter, true.

Note You cannot change ownership of the master database. It is always
owned by the “sa’ login.

Using the alter database command

When your database or transaction log growsto fill all the space allocated
with create database, you can use alter database to add storage. You can
add space for database objects or the transaction log, or both. You can also
use alter database to prepare to load a database from backup.

Permission for alter database defaults to the Database Owner, and is
automatically transferred with database ownership. For moreinformation,
see “ Changing database ownership” on page 660. alter database
permission cannot be changed with grant or revoke.

alter database syntax

To extend a database, and to specify where storage space isto be added,
use the full alter database syntax:

alter database database name

[on {default | database_device} [= siz€e]
[, database_device [= size]]...]

[log on {default | database_device} [= size]
[, database_device [= size]]...]

[with override]

[for load]

[for proxy_update]
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Initssimplest form, alter database adds one logical page from the default
database devices. If your database separates |og and data, the space you
add isused only for data. Use sp_helpdevice to find names of database
devicesthat arein your default list.

To add logical page from adefault database device to the newpubs
database, enter:

al ter database newpubs

The on and log on clauses operate like the corresponding clausesin create
database. You can specify space on a default database device or some
other database device, and you can name more than one database device.
If you use alter database to extend the master database, you can extend it
only on the master device. The minimum increase you can specify is1IMB
or one alocation unit, whichever islarger.

To add 3MB to the space allocated for the newpubs database on the
database device named pubsdatal, enter:

al ter database newpubs
on pubsdatal = "3M

If Adaptive Server cannot allocate the requested size, it allocates as much
asit can on each database device, with aminimum all ocation of .5MB (256
2K pages) per device. When alter database completes, it prints messages
telling you how much space it allocated; for example:

Ext endi ng dat abase by 1536 pages on di sk pubsdat al

Check all messages to make sure the requested amount of space was
added.

Thefollowing command adds 2M B to the space allocated for newpubs on
pubsdatal, 3MB on a new device, pubsdata2, and 1IMB for the log on
tranlog:

al ter database newpubs
on pubsdatal = "2M', pubsdata2 =" 3M'
log on tranlog

Note Each time you issue the alter database command, dump the master
database.
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Use with override to create a device fragment containing log space on a
devicethat already contains data or adatafragment onadevicedready in
use for the log. Use this option only when you have no other storage
options and when up-to-the-minute recoverability is not critical.

Use for load only after using create database for load to re-create the space
allocation of the database being loaded into the new database from a
dump. See Chapter 27, “Backing Up and Restoring User Databases,” for
adiscussion of duplicating space allocation when loading adump into a
new database.

Using the drop database command

Use drop database to remove a database from Adaptive Server, thus
deleting the database and all the objectsin it. This command:

»  Freesthe storage space allocated for the database

» Deletesreferencesto the database from the system tablesin the master
database

Only the Database Owner can drop a database. You must bein the master
database to drop a database. You cannot drop a database that is open for
reading or writing by a user.
The syntax is:
drop database database_name [, database_namel]...
You can drop more than one database in a single statement; for example:
drop dat abase newpubs, newdb

You must drop all databases from a database device before you can drop
the database deviceitself. Thecommand to drop adeviceissp_dropdevice.

After you drop adatabase, dump the master database to ensure recovery in
case master is damaged.
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System tables that manage space allocation

To create a database on a database device and allocate a certain amount of
spacetoit, Adaptive Server first makes an entry for the new database in
sysdatabases. Then, it checks master..sysdevices to make sure that the
device names specified in create database actually exist and are database
devices. If you did not specify database devices, or used the default option,
Adaptive Server checks master..sysdevices and master..sysusages for free
space on al devices that can be used for default storage. It performsthis
check in alphabetical order by device name.

The storage space from which Adaptive Server gathers the specified
amount of storage need not be contiguous. The database storage space can
even be drawn from more than one database device. A database is treated
asalogical unit, even if it is stored on more than one database device.

Each piece of storage for adatabase must be at least 1 allocation unit. The
first page of each allocation unit is the allocation page. It does not contain
database rows like the other pages, but contains an array that shows how
the rest of the pages are used.

The sysusages table
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The database storage information is listed in master..sysusages. Each row
in master..sysusages represents a space allocation assigned to a database.
Thus, each database has one row in sysusages for each time create
database or alter database assigns afragment of disk spaceto it.

When you install Adaptive Server, sysusages contains rows for these
dbids:

e 1, the master database

e 2, thetemporary database, tempdb

e 3, themodel database

e 4, the sybsystemprocs database

If you installed auditing, the sybsecurity database will be dbid 5.

As new databases are created or current databases enlarged, new rows are
added to sysusages to represent new database allocations.
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Here iswhat sysusages might look like on an Adaptive Server with the
five system databases and two user databases (with dbids 6 and 7). Both
user databases were created with the log on option. The database with dbid
7 has been given additional storage space with two alter database
commands:

sel ect dbid, segmap, Istart, size, vstart
from sysusages

dbi d segmap | start size vstart
1 7 0 1536 4
2 7 0 1024 2564
3 7 0 1024 1540
4 7 0 5120 16777216
5 7 0 10240 33554432
6 3 0 512 1777216
6 4 512 512 3554432
7 3 0 2048 67108864
7 4 2048 1024 50331648
7 3 3072 512 67110912
7 3 3584 1024 67111424

(10 rows affected)

The segmap column

The segmap columnisabitmask linked to the segment column in the user
database’s syssegments table. Since the logsegment in each user database
issegment 2, and these user databases have their logs on separate devices,
segmap contains 4 (22) for the devices named in the log on statement and
3 for the data segment that holds the system segment (20 = 1) + default
segment (21 = 2).

Some possible values for segments containing data or logs are:

Value Segment

3 Data only (system and default segments)
4 Log only

7 Dataand log

Values higher than 7 indi cate user-defined segments. The segmap column
is explained more fully in the segments tutorial section in Chapter 23,
“Creating and Using Segments.”
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The Istart, size, and vstart columns

Istart column — the starting page number in the database of this
allocation unit. Each database starts at logical address 0. If additional
allocations have been made for adatabase, asin the case of dbid 7, the
Istart column reflects this.

size column —the number of contiguous pagesthat are assigned to the
same database. The ending logical address of this portion of the
database can be determined by adding the valuesin Istart and size.

vstart column — the address where the piece assigned to this database
begins. The upper 4 bits storethe virtual device number (vdevno), and
the lower 4 bits store the virtual block number. (To obtain the virtual
device number, divide sysusages.vstart or sysdevices.low by
16,777,216, which is 224.) The value in vstart identifies which
database device contains the page number of the database, because it
falls between the valuesin the low and high columns of sysdevices for
the database device in question.

Getting information about database storage

This section explains how to determine which database devices are
currently allocated to databases and how much space each database uses.

Database device names and options

To find the names of the database devices on which a particular database
resides, use sp_helpdb with the database name:

nane db_si ze

sp_hel pdb pubs2

owner dbid created status
"""""""""" sa 5 Aug 25 1997 no options set
size usage free kbytes
"""""""""" 2.0 M8 dataandlog 288
segnent
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pubdev
pubdev
pubdev

def aul t
| ogsegnent
system

sp_helpdb reports on the size and usage of the devices used by the named
database. The status column lists the database options. These options are
described in Chapter 22, “ Setting Database Options.”

If you are using the named database, sp_helpdb also reports on the
segmentsin the database and the devices named by the segments. See
Chapter 23, “Creating and Using Segments,” for more information.

When you use sp_helpdb without arguments, it reports information about
all databasesin Adaptive Server:

sp_hel pdb
owner dbid created st at us

pubs?2

sybsecurity 20
sybsyst enprocs 10.
t enpdb 2.

R EEEE)

1 Jan 01, 1900 no options set
3 Jan 01, 1900 no options set
7 Aug 25, 1997 no options set
sa 6 Aug 23, 1997 no options set
5 Aug 18, 1997 no options set
4 Aug 18, 1997 trunc | og on chkpt
2 Aug 18, 1997 select into/
bul kcopy/ pl | sort

Checking the amount of space used

sp_spaceused provides:
¢« A summary of space used in the database

¢ A summary of space used by atable and its indexes and text/image
storage

A summary of space used by atable, with separate information on
indexes and text/image storage.

Checking space used in a database

To get asummary of the amount of storage space used by a database,
execute sp_spaceused in the database:

sp_spaceused
dat abase_nane dat abase_si ze
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pubs2 2.0 B
reserved data i ndex_si ze unused
1720 KB 536 KB 344 KB 840 KB

Table 21-2 describes the columns in the report.

Table 21-2: Columns in sp_spaceused output

Column Description

database_name The name of the database being examined.

database_size The amount of space allocated to the database by
create database Or alter database.

reserved The amount of space that has been allocated to al the

tables and indexes created in the database. (Space is
allocated to database objects inside a database in
increments of 1 extent, or 8 pages, at atime.)

data, index_size The amount of space used by data and indexes.

unused The amount of spacethat has been reserved but not yet
used by existing tables and indexes.

The sum of the valuesin the unused, index_size, and data columns should
equal thefigurein the reserved column. Subtract reserved from
database_size to get the amount of unreserved space. This spaceis
available for new or existing objects that grow beyond the space that has
been reserved for them.

By running sp_spaceused regularly, you can monitor the amount of
database space available. For example, if thereserved valueiscloseto the
database_size value, you are running out of space for new objects. If the
unused valueisalso small, you arerunning out of space for additional data
aswell.

Checking summary information for a table
You can also use sp_spaceused with atable name as its parameter:

sp_spaceused titles
name rowtotal reserved data i ndex_si ze unused

668



CHAPTER 21 Creating and Managing User Databases

The rowtotal column may be different than the results of running select
count(*) on the table. Thisis because sp_spaceused computes the value
with the built-in function rowent. That function uses valuesthat are stored
in the allocation pages. These values are not updated regularly, however,
so they can be very different for tables with alot of activity. update
statistics, dbcc checktable, and dbcc checkdb update the rows-per-page
estimate, so rowtotal will be most accurate after you have run one of these
commands has been run.

You should run sp_spaceused regularly on syslogs, since the transaction
log can grow rapidly if there are frequent database modifications. Thisis
particularly aproblem if the transaction log is not on a separate device—
in which case, it competes with the rest of the database for space.

Checking information for a table and its indexes
To see information on the space used by individual indexes, enter:

sp_spaceused titles, 1

i ndex_nanme si ze reserved unused
titleidind  2KB 32 KB 24 KB
titleind 2 KB 16 KB 14 KB

name row ot al reserved dat a i ndex_si ze unused
titles 18 46 KB  6KB 4 KB 36 KB

Space taken up by the text/image page storage is reported separately from
the space used by the table. The object name for text/image storage is
always“t” plusthe table name:

sp_spaceused blurbs, 1

i ndex_nane si ze reserved unused

blurbs 0OKB  14KE 12K

t bl ur bs 14 KB 16 KB 2 KB

nane rowtotal reserved dat a i ndex_si ze unused
blurbs 6 30 KB 2 KB 14 KB 14 KB
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Querying system table for space usage information
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You may want to write some of your own queries for additional
information about physical storage. For example, to determine the total
number of 2K blocks of storage space that exist on Adaptive Server, you
can query sysdevices:

sel ect sun(high - |ow
from sysdevi ces
where status in (2, 3)

A 2inthe status column represents a physical device; a3 represents a
physical device that isaso adefault device.
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This chapter describes how to use database options.

Topics covered in this chapter include:

Topic Page
What are database options? 671
Using the sp_dboption procedure 671
Database option descriptions 672
Changing database options 679
Viewing the options on a database 680

What are database options?
Database options control:
e Thebehavior of transactions
* Defaultsfor table columns
e Restrictionsto user access
e Performance of recovery and bcp operations

¢ Log behavior

The System Administrator and the Database Owner can use database
options to configure the settings for an entire database. Database options
differ fromsp_configure parameters, which affect the entire server, and set

options, which affect only the current session or stored procedure.

Using the sp_dboption procedure

Use sp_dboption to change settings for an entire database. The options

remain in effect until they are changed. sp_dboption:
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« Displaysacomplete list of the database optionswhen it is used
without a parameter

e Changes a database option when used with parameters

You can change options for user databases only. You cannot change
options for the master database. To change a database option in a user
database (or to display alist of the database options), execute sp_dboption
while using the master database.

The syntax is:
sp_dboption [dbname, optname, {true | false}]

To make an option or options take effect for every new database, change
the option in the model database.

Database option descriptions

All userswith access to the master database can execute sp_dboption with
no parametersto display alist of the database options. The report from
sp_dboption looks like this:

sp_dbopti on

Sett abl e dat abase opti ons.
abort tran on |log ful

allow nulls by default

auto identity

dbo use only

ddl in tran

identity in nonunique index
no chkpt on recovery

no free space acctg

read only

sel ect into/bul kcopy/pllsort
si ngl e user

trunc |1 og on chkpt

trunc. log on chkpt.

uni que auto_identity index

For areport on which options have been set in a particular database,
execute sp_helpdb in that database.

The following sections describe each database option in detail.
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abort tran on log full

abort tran on log full determines the fate of atransaction that is running
when the last-chance threshold is crossed. The default value isfalse,
meaning that the transaction is suspended and is awakened only when
space has been freed. If you change the setting to true, all user queriesthat
need to writeto thetransaction log arekilled until spaceinthelog hasbeen
freed.

allow nulls by default

auto identity

dbo use only

Setting allow nulls by default to true changes the default null type of a
column from not null to null, in compliance with the SQL standard. The
Transact-SQL default value for a column is not null, meaning that null
values are not allowed in a column unless null is specified in the create
table or alter table column definition.

While the auto identity option istrue, a 10-digit IDENTITY columnis
definedin each new tablethat is created without specifying either aprimary
key, aunique constraint, or an IDENTITY column. ThisIDENTITY
columnisonly created when you issue a create table command, not when
you issue a select into. The column is not visible when you select all
columns with the select * statement. To retrieve it, you must explicitly
mention the column name, SYB_IDENTITY_COL, in the select list.

To set the precision of the automatic IDENTITY column, use the size of
auto identity configuration parameter.

Though you can set auto identity to true in tempdb, it is not recognized or
used, and temporary tables created there do not automatically include an
IDENTITY column.

While dbo use only is set to true (on), only the Database Owner can usethe
database.
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ddl in tran

Setting ddl in tran to true allows these commands to be used inside a user-
defined transaction:

e alter table (clauses other than partition and unpartition are allowed)
e create default

e  create index

*  create procedure
e createrule

e create schema

e create table

*  create trigger

e  create view

e drop default

e drop index

e drop procedure

e drop rule

e drop table

e drop trigger

e drop view

e grant

* revoke

Data definition statements lock system tables for the duration of a
transaction, which can result in performance problems. Use them only in
short transactions.

These commands cannot be used in a user-defined transaction under any
circumstances:

e alter database
* alter table...partition
e alter table...unpartition

* create database
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e diskinit

e dump database

e dump transaction
e drop database

* load transaction
* load database

e selectinto

e truncate table

e update statistics

identity in nonunique index

identity in nonunique index automatically includesan IDENTITY column

in atable'sindex keys so that all indexes created on the table are unique.

This database option makeslogically nonuniqueindexesinternally unique
and allows those indexes to be used to process updatable cursors and

isolation level O reads.

The table must already have an IDENTITY column for the identity in
nonunique index option to work either from acreate table statement or from
setting the auto identity database option to true before creating the table.

Useidentity in nonunique index if you plan to use cursorsand isolation level
Oreadson tablesthat have nonuniqueindexes. A uniqueindex ensuresthat
the cursor ispositioned at the correct row the next time afetch isperformed

on that cursor.

Do not confuse the identity in nonunique index option with unique
auto_identity index, which is used to add an IDENTITY column with a

unique, nonclustered index to new tables.
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no chkpt on recovery

no free space acctg

read only

no chkpt on recovery is set to true (on) when an up-to-date copy of a
database is kept. In these situations, thereis a“primary” database and a
“secondary” database. Initially, the primary database is dumped and
loaded into the secondary database. Then, at intervals, the transaction log
of the primary databaseis dumped and | oaded into the secondary database.

If this option is set to false (off)—the default—a checkpoint record is
added to the database after it is recovered by restarting Adaptive Server.
This checkpoint, which ensures that the recovery mechanismisnot re-run
unnecessarily, changes the sequence number of the database. If the
sequence number of the secondary database has been changed, a
subsequent dump of the transaction log from the primary database cannot
be loaded into it.

Turning this option on for the secondary database causes it to not get a
checkpoint from the recovery process so that subsequent transaction log
dumps from the primary database can be loaded into it.

no free space acctg suppresses free-space accounting and execution of
threshold actions for the non-log segments. This speeds recovery time
because the free-space counts will not be recomputed for those segments.
It disables updating the rows-per-page value stored for each table, so
system procedures that estimate space usage may report inaccurate val ues.

read only means that users can retrieve data from the database, but cannot
modify anything.

select into/bulkcopy/plisort
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select into/bulkcopy/plisort must be set to on to perform operations that do
not keep a complete record of the transaction in the log, which include:

e Using the writetext Utility.

« Doing aselect into a permanent table.
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single user

trunc log on chkpt

¢ Doing a“fast” bulk copy with bcp. By default, fast bep is used on
tables that do not have indexes.

e Performing aparalld sort.

Adaptive Server performs minimal logging for these commands,
recording only page allocations and deallocations, but not the actual
changes made to the data pages.

You do not have to set select into/bulkcopy/plisort on to select into a
temporary table, sincetempdb isnever recovered. Additionally, you do not
need to set the option to run bep on atable that hasindexes, becauseinserts
are logged.

After you have run select into or performed abulk copy in adatabase, you
will not be ableto perform aregular transaction log dump. After you have
made minimally logged changes to your database, you must perform a
dump database, since changes are not recoverable from transaction logs.

Setting select into/bulkcopy/plisort does not block log dumping, but making
minimally logged changes to data does block the use of aregular dump
transaction. However, you can still use dump transaction...with no_log and
dump transaction...with truncate_only.

By default, select into/bulkcopy/plisort is turned off in newly created
databases. To change the default, turn this option on in the model database.

When single user is set to true, only one user at atime can access the
database. You cannot set single user to true in tempdb.

When trunc log on chkpt istrue (on), the transaction log is truncated
(committed transactions are removed) when the checkpoint checking
process occurs (usually more than once per minute), if 50 or more rows
have been written to thelog. The log is not truncated if less than 50 rows
were written to the log, or if the Database Owner runs the checkpoint
command manually.

677



Database option descriptions

You may want to turn this option on while doing development work during
which backups of the transaction log are not needed. If this option is off
(the default), and the transaction log is never dumped, the transaction log
continues to grow, and you may run out of space in your database.

When trunc log on chkpt ison, you cannot dump the transaction log because
changesto your data are not recoverable from transaction log dumps. Use
dump database instead.

By default, the trunc log on chkpt option is off in newly created databases.
To change the default, turn this option on in the model database.

Warning! If you set trunc log on chkpt on in model, and you need to load a
set of database and transaction logsinto anewly created database, be sure
to turn the option off in the new database.

unique auto_identity index
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When the unique auto_identity index option is set to true, it adds an
IDENTITY column with a unique, nonclustered index to new tables. By
default, theIDENTITY columnisa10-digit numeric datatype, but you can
change this default with the size of auto identity column configuration
parameter.

Though you can set unique auto_identity index to true in tempdb, it is not
recoghized or used, and temporary tables created there do not
automatically include an IDENTITY column with a unique index.

The unique auto_identity index option provides a mechanism for creating
tablesthat have an automatic IDENTITY column with aunique index that
can be used with updatable cursors. The unique index on the table ensures
that the cursor is positioned at the correct row after afetch. (If you are
usingisolation level 0 readsand need to makelogically nonuniqueindexes
internally unique so that they can process updatable cursors, use the
identity in nonunique index option.)

In some cases, the unique auto_identity index option can avoid the
Halloween Problem for the following reasons:

e Userscannot update an IDENTITY column; hence, it cannot be used
in the cursor update.
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e ThelDENTITY column is automatically created with a unique,
nonclustered index so that it can be used for the updatabl e cursor scan.

For more information about the Halloween Problem, IDENTITY
columns, and cursors, see the Transact-SQL User’s Guide.

Do not confuse the unique auto_identity index option with the identity in
nonunique index option, which is used to make all indexesin atable
unique by including an IDENTITY column in the table's index keys.

Changing database options

Only a System Administrator or the Database Owner can change auser’s
database options by executing sp_dboption. Users aliased to the Database
Owner cannot change database options with sp_dboption.

You must be using the master database to execute sp_dboption. Then, for
the change to take effect, you must issue the checkpoint command while
using the database for which the option was changed.

Remember that you cannot change any master database options.
To change pubs2 to read only:

use naster
sp_dboption pubs2, "read only", true

Then, run the checkpoint command in the database that was changed:

use pubs?2
checkpoi nt

For the optname parameter of sp_dboption, Adaptive Server understands
any unique string that is part of the option name. To set the trunc log on
chkpt option:

use naster
sp_dbopti on pubs2, trunc, true

If you enter an ambiguous value for optname, an error message is
displayed. For example, two of the database options are dbo use only and
read only. Using “only” for the optname parameter generates a message
because it matches both names. The complete names that match the string
supplied are printed out so that you can see how to make the optname more
specific.
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You can turn on more than one database option at atime. You cannot
change database options inside a user-defined transaction.

Viewing the options on a database

Use sp_helpdb to determine the options that are set for a particular
database. sp_helpdb lists each active option in the “status’ column of its
output.

The following example shows that the read only option isturned on in
mydb:

sp_hel pdb nydb
name db_si ze owner dbid created status

mydb 2.0 MB sa 5 Mar 05, 1999 read only

devi ce_fragments si ze usage free kbytes

mast er 2.0 MB data and | og 576

devi ce segnment

mast er def aul t

mast er | ogsegnent

mast er system

name attribute_class attribute int_value char_value
conmment s

pubs2 buf f er manager cache nane NULL cache for database mnydb
NULL

To display asummary of the options for all databases, use sp_helpdb
without specifying a database:

sp_hel pdb

name db_si ze owner dbid
created st at us

nmydb 2.0 MB sa 5
May 10, 1997 read only

mast er 3.0 MB sa 1
Jan 01, 1997 no options set

nodel 2.0 MB sa 3
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Jan 01, 1997 no options set

sybsyst enprocs 2.0 MB sa 4
Mar 31, 1995 trunc | og on chkpt
t empdb 2.0 MB sa 2

May 04, 1998 sel ect into/bul kcopy/pllsort
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This chapter introduces the system procedures and commands for using
segments in databases.

Topics covered in this chapter include:

Topic Page
What is a segment? 683
Commands and procedures for managing segments 685
Why use segments? 685
Creating segments 689
Changing the scope of segments 690
Assigning database objects to segments 692
Dropping segments 697
Getting information about segments 698
Segments and system tables 700
A segment tutorial 701

See also Chapter 5, “Controlling Physical Data Placement,” in the
Performance and Tuning Guide for information about how segments can
improve system performance.

What is a segment?

A segment isalabel that pointsto one or more database devices. Segment
names are used in create table and create index commandsto place tables
or indexes on specific database devices. Using segments can improve
Adaptive Server performance and give the System Administrator or
Database Owner increased control over the placement, size, and space
usage of database objects.

683



What is a segment?

You create segments within a database to describe the database devices
that are allocated to the database. Each Adaptive Server database can
contain up to 32 segments, including the system-defined segments (see
“System-defined segments” on page 684). Before assigning segment
names, you must initialize the database devices with disk init and then
make them availableto the database with create database or alter database.

System-defined segments

When you first create a database, Adaptive Server creates three segments
in the database, as described in Table 23-1.

Table 23-1: System-defined segments

Segment Function

system Stores the database's system tables

logsegment Stores the database's transaction log

default Stores all other database objects—unless you create

additional segments and store tables or indexes on the
new segmentsby using create table...on segment_nameor
create index...on segment_name

If you create a database on a single database device, the system, default,
and logsegment segments label the same device. If you use the log on
clause to place the transaction log on a separate device, the segments
resembl e those shown in Figure 23-1.

Figure 23-1: System-defined segments
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Although you can add and drop user-defined segments, you cannot drop
the default, system, or log segments from a database. A database must
have at |east one default, system-defined, and log segment.
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Commands and procedures for managing segments

Table 23-2 summarizes the commands and system procedures for
managing segments.

Table 23-2: Commands and procedures for managing segments

Command or procedure

Function

sp_addsegment

Defines a segment in a database.

create table and create index

Creates a database object on a segment.

sp_dropsegment

Removes a segment from a database or removes a single device from
the scope of a segment.

sp_extendsegment

Adds devices to an existing segment.

sp_placeobject

Assigns future space allocations for atable or an index to a specific

segment.

sp_helpsegment Displays the segment all ocation for a database or data on a particular
segment.

sp_helpdb Displays the segments on each database device. See Chapter 21,
“Creating and Managing User Databases,” for examples.

sp_help Displays information about atable, including the segment where the
table resides.

sp_helpindex Displays information about atable’s indexes, including the segments

where the indexes reside.

Why use segments?

When you add anew device to adatabase, Adaptive Server placesthe new
devicein adefault pool of space (the database's default and system
segments). This increases the total space available to the database, but it
does not determine which objects will occupy that new space. Any table
or index might grow to fill the entire pool of space, leaving critical tables
with no room for expansion. It is also possible for several heavily used
tables and indexes to be placed on asingle physical devicein the default
pool of space, resulting in poor 1/0O performance.

When you create an obj ect on asegment, the object can use all the database
devicesthat are availablein the segment, but no other devices. You can use
segments to control the space that is available to individual objects.
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Thefollowing sections describe how to use segmentsto control disk space
usage and to improve performance. “ Moving atable to another device” on
page 689 explains how to move atable from one device to another using
segments and clustered indexes.

Controlling space usage

If you assign noncritical objects to a segment, those objects cannot grow
beyond the space available in the segment’s devices. Conversely, if you
assign acritical table to a segment, and the segment’s devices are not
available to other segments, no other objects will compete with that table
for space.

When the devices in a segment become full, you can extend the segment
to include additional devices or device fragments as needed. Segments
also alow you to use thresholds to warn you when space becomes low on
a particular database segment.

If you create additional segments for data, you can create new threshold
proceduresfor each segment. See Chapter 29, “ Managing Free Spacewith
Thresholds,” for more information on thresholds.

Improving performance
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In alarge, multidatabase and/or multidrive Adaptive Server environment,
you can enhance system performance by paying careful attention to the
allocation of space to databases and the placement of database objects on
physical devices. |dedlly, each database has exclusive use of database
devices, that is, it does not share aphysical disk with another database. In
most cases, you can improve performance by placing heavily used
database objects on dedicated physical disks or by “splitting” large tables
across several physical disks.

The following sections describe these ways to improve performance. The
Performance and Tuning Guide also offers more information about how
segments can improve performance.
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Separating tables, indexes, and logs

Splitting tables

Generally, placing atable on one physical device, its nonclustered indexes
on a second physical device, and the transaction log on athird physical
device can speed performance. Using separate physical devices (disk
controllers) reduces the time required to read or write to the disk. If you
cannot devote entire devicesin thisway, at least restrict all nonclustered
indexesto a dedicated physical device.

Thelog on extension to create database (Or sp_logdevice) placesthe
transaction log on a separate physical disk. Use segmentsto place tables
and indexes on specific physical devices. See* Assigning database objects
to segments’ on page 692 for information about placing tables and
indexes on segments.

You can split alarge, heavily used table across devices on separate disk
controllersto improve the overall read performance of atable. When a
large table exists on multiple devices, it is more likely that small,
simultaneous reads will take place on different disks. Figure 23-2 showsa
table that is split across the two devicesin its segment.

Figure 23-2: Partitioning a table across physical devices

Disk1 Disk2

r - - - = A

L - - — _— —
Table A's seg‘gnlr ble A

You can split atable across devices using one of three different methods,
each of which requires the use of segments:

e Usetable partitioning.
e |If thetable has a clustered index, use partial loading.
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Partitioning tables

Partial loading

« If thetable contains text or image datatypes, separate the text chain
from other data.

Partitioning a table creates multiple page chains for the table and
distributes those page chains over al the devicesin the table's segment
(see Figure 23-2). Partitioning atable increases both insert and read
performance, since multiple page chains are available for insertions.

Before you can partition atable, you must create the table on a segment
that containsthe desired number of devices. The remainder of this chapter
describeshow to create and modify segments. See Chapter 5, “ Controlling
Physical Data Placement,” of the Performance and Tuning Guide for
information about partitioning tables using alter table.

To split atable with a clustered index, use sp_placeobject with multiple
load commandsto load different parts of the table onto different segments.
Thismethod can be difficult to execute and maintain, but it providesaway
to split tables and their clustered indexes across physical devices. See
“Placing existing objects on segments’ on page 694 for moreinformation
and syntax.

Separating text and image columns
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Adaptive Server stores the datafor text and image columns on a separate
chain of data pages. By default, thistext chain is placed on the same
segment as the table's other data. Since reading a text column requires a
read operation for the text pointer in the base table and an additional read
operation on the text page in the separate text chain, placing the text chain
and base table data on a separate physical device can improve
performance. See “Placing text pages on a separate device” on page 696
for more information and syntax.
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Moving a table to another device

You can a'so use segments to move a table from one device to another
using the create clustered index command. Clustered indexes, where the
bottom or leaf level of the index contains the actual data, are on the same
segment as the table. Therefore, you can completely move atable by
dropping its clustered index (if one exists), and creating or re-creating a
clustered index on the desired segment. See “ Creating clustered indexes
on segments”’ on page 697 for more information and syntax.

Creating segments

To create a segment in a database:
e Initialize the physical device with disk init.

¢ Make the database device available to the database by using the on
clause to create database or alter database. This automatically adds
the new device to the database's default and system segments.

Oncethe database device exists and is avail able to the database, define the
segment in the database with the stored procedure sp_addsegment. The
syntax is:

sp_addsegnent segnane, dbnane, devname
where:

» segname isany valid identifier. Give segments names that identify
what they are used for, and use extensions like “_seg.”

» dbname isthe name of the database where the segment will be
created.

* devname isthe name of the database device—the name used in disk
init and the create and alter database statements.

This statement creates the segment seg_mydisk1 on the database device
mydisk1:

sp_addsegnent seg_nydi skl, nydata, nydiskl
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Changing the scope of segments

When you use segments, you also need to manage their scope —the
number of database devices to which each segment points. You can:

«  Extend the scope of a segment by making it point to an additional
device or devices, or

*  Reduce the scope of a segment by making it point to fewer devices.

Extending the scope of segments

You may need to extend a segment if the database object or objects
assigned to the segment run out of space. sp_extendsegment extends the
size of a segment by including additional database devices as part of an
existing segment. The syntax is:

sp_extendsegment segname, dbname, devhame
Before you can extend a segment:
*  The database device must be listed in sysdevices,
*  The database device must be available in the desired database, and
e The segment name must exist in the current database.

Thefollowing example adds the database device pubs_dev2 to an existing
segment named bigseg:

sp_ext endsegnment bi gseg, pubs2, pubs_dev2

To extend the default segment in your database, you must place the word
“default” in quotes:

sp_extendsegment "default”, mydata, newdevice

Automatically extending the scope of a segment
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If you use alter database to add space on a database device that is new to
the database, the system and default segments are extended to include the
new space. Thus, the scope of the system and default segmentsis extended
each time you add a new device to the database.
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If you use alter database to assign additional space on an existing database
device, all the segments mapped to the existing device are extended to
includethe new device fragment. For example, assumethat you initialized
a4MB device named newdev, allocated 2M B of the deviceto mydata, and
assigned the 2MB to the testseg segment:

al ter database nydata on newdev = "2M
sp_addsegnent testseg, nydata, newdev

If you alter mydata later to use the remaining space on newdev, the
remaining space fragment is automatically mapped to the testseg segment:

al ter database nydata on newdev = "2M

See “A segment tutorial” on page 701 for more examples about how
Adaptive Server assigns new device fragments to segments.

Reducing the scope of a segment

You may need to reduce the scope of a segment if it includes database
devices that you want to reserve exclusively for other segments. For
example, if you add a new database device that is to be used exclusively
for one table, you will want to reduce the scope of the default and system
segments so that they no longer point to the new device.

Use sp_dropsegment to drop a single database device from a segment,
reducing the segment’s scope:

sp_dropsegment segname, dbname, device

With three arguments, sp_dropsegment drops only the given device from
the scope of devices spanned by the segment. You can also use
sp_dropsegment to remove an entire segment from the database, as
described under “ Dropping segments’ on page 697.

The following example removes the database device pubs_dev2 from the
scope of bigseg:

sp_dropsegnent bigseg, pubs2, pubs_dev2
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Assigning database objects to segments

This section explains how to assign new or existing database objects to
user-defined segments to:

* Restrict new objects to one or more database devices

* Placeatable and itsindex on separate devices to improve
performance

«  Split an existing object over multiple database devices

Creating new objects on segments

Example: creating a table
and index on separate
segments
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To place anew object on asegment, first create the new segment. You may
also want to change the scope of this segment (or other segments) so that
it points only to the desired database devices. Remember that when you
add a new database device to adatabase, it is automatically added to the
scope of the default and system segments.

After you have defined the segment in the current database, use create
table or create index with the optional on segment_name clause to create
the object on the segment. The syntax is:

create table table_name (col_name datatype ... )
[on segment_name]

create [ clustered | nonclustered ] index index_name
on table_name(col_name)
[on segment_name]

Note Clustered indexes, where the bottom leaf, or leaf level, of theindex
containsthe actual data, are by definition on the same segment asthetable.
See “Creating clustered indexes on segments’ on page 697.

Figure 23-3 summarizesthe sequence of Transact-SQL commands used to
create tables and indexes on specific physical disks on a server using 2K
logical page size.
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Figure 23-3: Creating objects on specific devices using segments

Physical devices

use master
disk init disk init
name = "mydisk1",
physname =
"/dev/rxyla",
vdevno =7, vdevno = 8,
size = 2048 size = 1024

alter database mydata
on mydiskl =4, mydisk2 =2

use mydata

sp_addsegment seg_mydiskl, mydata, mydiskl
sp_addsegment seg_mydisk2, mydata, mydisk2

sp_dropsegment "default”, mydata, mydisk1l
sp_dropsegment system, mydata, mydiskl
sp_dropsegment "default”, mydata, mydisk2
sp_dropsegment system, mydata, mydisk2

create table authors (au_id...) on seg_mydisk1l
create nonclustered index au_index on authors

(au_id)

ga b~ W N P

name = "mydisk2",
physname =
"/dev/rxy2a",

Initialize the physical disks.

Select physical devicesto
be used by Adaptive Server.

Start in master database.

Map Adaptive Server database
devicenameto physical device
with disk init.

Add the devices mydisk1 and
mydisk2 to mydata.

Change to mydata database.

Map segment names to
database device names.

Drop devices from the scope
of system and default.

Create table on one segment,
and createitsindex on the other
segment.

Start by using the master database.

Allocate the new database devices to a database.
Change to the mydata database using the use database command.

Create two new segments, each of which points to one of the new
devices.
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Assigning database objects to segments

6 Reduce the scope of the default and system segments so that they do
not paint to the new devices.

7  Create the objects, giving the new segment names.

Placing existing objects on segments

Example: splitting a table
and its clustered index
across physical devices

694

sp_placeobject does nhot remove an object from its allocated segment.
However, it causes all further disk all ocation for that object to occur onthe
new segment it specifies. The syntax is:

sp_placeobject segname, objname

The following command causes all further disk allocation for the mytab
table to take place on bigseg:

sp_pl aceobj ect bi gseg, mytab

sp_placeobject does not move an object from one database device to
another. Whatever pages have been allocated on the first device remain
allocated; whatever data was written to the first device remains on the
device. sp_placeobject affects only future space allocations.

Note Tocompletely moveatable, you can drop its clustered index (if one
exists), and create or re-create a clustered index on the desired segment.
To completely move a nonclustered index, drop the index and re-create it
on the new segment. See “Creating clustered indexes on segments’ on
page 697 for instructions on moving atable.

After you have used sp_placeobject, executing dbcc checkalloc causes the
following message to appear for each object that is split across segments:

Ext ent not within segnent: Cbject object_nane, indid
i ndex_id includes extents on allocation page
page_nunber which is not in segment segment_narne.

You can ignore this message.

Performance can be improved for high-volume, multiuser applications
when large tables are split across segments that are located on separate
disk controllers.

The order of stepsis quite important at certain stages. In particular, you
must create the clustered index before you place thetableis placed on the
second segment.
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Figure 23-4 summarizes the process of splitting atable across two
segments on a server using 2K logical page size:

Figure 23-4: Splitting a large table across two segments
Physical devices

Select physical devicesto

W W be used by Adaptive Server.

Start in master database.
@ use master
disk init disk init )
name = "mydisk1", name = "mydisk2", Map Adaptive Server
physname = physname = database device name to
"Idevirxyla", "Idevirxy2e"”, physical device with disk
vdevno =7, vdevno = 8, init.
size = 2048 size = 2048
@ alter database mydata Add the devices mydiskl
on myd|sk1 = 4, mydISk2 =4 and rnyd|sk2 to rnydata.
@ use mydata Change to mydata database.

sp_addsegment seg_mydiskl, mydata, mydiskl  aAddasegment onmydiskl and
@ sp_addsegment seg_mydisk2, mydata, mydisk2  another on mydisk2. Createa
sp_addsegment seg_bothdisks, mydata, mydiskl third segment, and extend it to

sp_extendsegment seg_bothdisks, mydata, span both disks.
mydisk2

Drop devices from the scope

@ sp_dropsegment "default", mydata, mydisk1 of system and defaullt.

sp_dropsegment system, mydata, mydisk1
sp_dropsegment "default", mydata, mydisk2
sp_dropsegment system, mydata, mydisk2
Create the table and clustered
create table authors (au_id etc.) on seg_mydisk1 index on the segment.
create clustered index au_ind on authors (au_id)
on seg_mydiskl

Load half of the rows.
[use bcp to load half of the rows] Place the object on the second
s laceobject segmydisk2, authors segment.
PP J gmy ' Load the rest of the rows.

[use bcp to load the rest of the rows] Place the table on the segment that

spans both disks.

BIGIONO),
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Assigning database objects to segments

Begin by using the master database.
Initialize the devices with disk init.

Assign both devices to the mydata database with alter database.

AW N P

Change to the mydata database by entering the use database
command.

5 Create three segments. The first two should each point to one of the
new devices. Extend the scope of the third segment so that it labels
both devices.

Drop the system and default segments from both devices.
Create the table and its clustered index on the first segment.
Load half of the table's data onto the first segment.

© 00 N O

Use sp_placeobject to cause all further allocations of disk space to
occur on the second segment.

10 Load the remaining data onto the second segment.

11 Usesp_placeobject again to place the table on the segment that spans
both devices.

The balance of disk allocation may change over timeif thetableis updated
frequently. To guarantee that the speed advantages are maintained, you
may need to drop and re-create the table at some point.

Placing text pages on a separate device

696

When you create atable with text or image columns, the datais stored on
a separate chain of text pages. A table with text or image columns has an
additional entry in sysindexes for the text chain, with the name column set
to the name of the table preceded by the letter “t” and an indid of 255. You
can use sp_placeobject to store the text chain on a separate device, giving
both the table name and the name of the text chain from sysindexes:

sp_pl aceobj ect textseg, "nytab.tnytab"

Note By default, achain of text pagesis placed on the same segment as
its table. After you execute sp_placeobject, pages that were previously
written on the old device remain allocated, but all new allocations take
place on the new segment.
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Creating clustered indexes on segments

Thebottom, or leaf level, of aclustered index containsthe data. Therefore,
atable and its clustered index are on the same segment. If you create a
table on one segment and its clustered index on a different segment, the
table will migrate to the segment where you created the clustered index.
This provides a quick and easy way to move atable to other devicesin
your database.

The syntax for creating a clustered index on a segment is:

create [unique] clustered index index_name
on [[database.Jowner.]table_name (column_name
[, column_name]...)
[with {fillfactor = x, ignore_dup_key, sorted_data,
[ignore_dup_row | allow_dup_row]}]
on segment_name

See“ Segments and clustered indexes” on page 706 for an example of this
command.

Dropping segments

When you usesp_dropsegment with only asegment name and the database
name, the named segment is dropped from the database. However, you
cannot drop a segment as long as database objects are still assigned to it.
You must assign the objects to another segment or drop the objects first
and then drop the segment.

The syntax for dropping a segment is:

sp_dropsegment segname, dbname
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Getting information about segments

You cannot completely drop the default, system, or log segment from a
database. A database must have at least one default, system, and log
segment. You can, however, reduce the scope of these segments—see
“Reducing the scope of a segment” on page 691.

Note Dropping a segment removes its name from the list of segmentsin
the database, but it does not remove database devices from the allocation
for that database, nor does it remove objects from devices.

If you drop all segmentsfrom adatabase device, the spaceistill allocated
to the database but cannot be used for database objects. dbcc checkcatalog
reports “Missing segment in Sysusages segmap.” To make a device
available to a database, use sp_extendsegment to map the deviceto the
database’s default segment:

sp_extendsegrment “default”, dbnane, devnane

Getting information about segments

Four system procedures provide information about segments:

e sp_helpsegment lists the segmentsin a database or displays
information about a particular segment in the database.

e sp_helpdb displays information about the relationship between
devices and segments in a database.

e sp_help and sp_helpindex display information about tables and
indexes, including the segment to which the object is assigned.

sp_helpsegment

sp_helpsegment, when used without an argument, displays information
about al of the segments in the database where you execute it:

sp_hel psegnent

segment nane st at us
0 system 0
1 default 1
2 | ogsegnent 0
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3 segl 0
4 seg2 0

For information about a particular segment, specify the segment name as
an argument. Use quotes when requesting information about the default
segment:

sp_hel psegnment "defaul t"
The following example displays information about seg1:

sp_hel psegment segl

segnment nane st at us
""" 4set o0

devi ce si ze free_pages
user_datalo  15.0M8 6440
user datall 15. OMB 6440
user _datal2 15. OMB 6440
tabl e_name i ndex_nane indid
custorer custorer 0
total _size total _pages free_pages used_pages
o 23040 10320 3720

sp_helpdb
When you execute sp_helpdb within a database, and give that database’'s
name, you see information about the segments in the database.
For example:
sp_hel pdb nydat a
nane db_si ze owner dbid created status
mydat a 8.0 MB sa 4 May 27, 1993 no options set
devi ce_fragments si ze usage free kbytes
dat adev2 4.0 MB data only 3408
| ogdev 2.0 MB | og only 2032
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Segments and system tables

seg_nydi skl 2.0

devi ce

dat adev?2
dat adev2

| ogdev
seg_nydi skl

MB data only 2016

segnent

defaul t
system

| ogsegnent
segl

sp_help and sp_helpindex

When you execute sp_help and sp_helpindex in adatabase, and give a
table's name, you seeinformation about which segment(s) storesthetable
or itsindexes.

For example:

sp_hel pi ndex aut hors

i ndex_name i ndex_descri ption i ndex_keys

au_i ndex noncl ustered | ocated on seg_nydi sk2 au_id

Segments and system tables
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Three system tables store information about segments: master..sysusages
and two system tablesin the user database, sysindexes and syssegments.
sp_helpsegment uses these tables. Additionally, it finds the database
device namein sysdevices.

When you allocate a device to a database with create database or alter
database, Adaptive Server adds a row to master..sysusages. The segmap
column in sysusages provides bitmaps to the segmentsin the database for
each device.

create database also creates the syssegments table in the user database
with these default entries:

segnment name st at us
0 system 0
1 default 1
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2 | ogsegnent 0

When you add a segment to a database with sp_addsegment, the
procedure:

» Addsanew row to the syssegments table in the user database, and
»  Updatesthe segmap in master..sysusages.

When you create a table or an index, Adaptive Server adds a new row to
sysindexes. The segment column in that table stores the segment number,
showing where the server will allocate new space for the object. If you do
not specify asegment name when you create the object, it is placed on the
default segment; otherwise, it is placed on the specified segment.

If you create atable containing text or image columns, asecond row isalso
added to sysindexes for the linked list of text pages; by default, the chain
of text pagesis stored on the same segment asthetable. An example using
sp_placeobject to put the text chain on its own segment is included under
“A segment tutorial” on page 701.

The name from syssegments is used in create table and create index
statements. The status column indicates which segment is the default
segment.

Note See“System tables that manage space allocation” on page 664 for
more information about the segmap column and the system tables that
manage storage.

A segment tutorial

The following tutorial shows how to create a user segment and how to
remove all other segment mappings from the device. The examplesin this
section assume a server using 2K logical page sizes.

When you are working with segments and devices, remember that:

» If you assign space in fragments, each fragment will have an entry in
sysusages.

*  When you assign an additional fragment of adeviceto adatabase, al
segments mapped to the existing fragment are mapped to the new
fragment.
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A segment tutorial

e |If you use alter database to add space on a device that is new to the
database, the system and default segments are automatically mapped
to the new space.

The tutorial begins with anew database, created with one device for the
database objects and another for the transaction log:

create database nydata on bi gdevice = "4M
| og on | ogdev = "2M

Now, if you use mydata, and run sp_helpdb, you see:

sp_hel pdb nydat a

nane db_size owner dbi d created st at us

nydat a 6.0 MB sa 4 May 27, 1993 no options set
devi ce_fragnents si ze usage free kbytes
bi gdevi ce 4.0 MB data only 3408
| ogdev 2.0 MB | og only 2032
devi ce segnent

bi gdevi ce def aul t

bi gdevi ce system

| ogdev | ogsegnent

Likeall newly created databases, mydata has the segments named default,
system, and logsegment. Because create database used log on, the
logsegment ismapped to itsown device, logdev, and the default and system
segments are both mapped to bigdevice.

If you add space on the same database devices to mydata, and run
sp_helpdb again, you see entries for the added fragments:

use naster

al ter database nydata on bi gdevice = "2M
Il og on | ogdev = "1M
use nydata

sp_hel pdb nydat a

name db_size owner dbid created status
nydat a 9.0 MB sa 4 May 27, 1993 no options set
devi ce_fragments si ze usage free kbytes
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bi gdevi ce 2.0 B data only 2048
bi gdevi ce 4.0 MB data only 3408
| ogdev 1.0 MB | og only 1024
| ogdev 2.0 B | og only 2032
devi ce segnent
bi gdevi ce def aul t
bi gdevi ce system
| ogdev | ogsegnent
Always add log space to log space and data space to data space. Adaptive
Server instructsyou to usewith override if you try to allocate asegment that
isalready in usefor datato thelog, or viceversa. Remember that segments
are mapped to entire devices, and not just to the space fragments. If you
change any of the segment assignments on a device, you make the change
for al of the fragments.
The following example allocates a new database device that has not been
used by mydata:
use master
al ter database mydata on newdevice = 3
use nydata
sp_hel pdb nydat a
name db_size owner dbid created st at us
nmydat a 12.0 MB sa 4 May 27, 1993 no options set
devi ce_fragnents si ze usage free kbytes
bi gdevi ce 2.0 B data only 2048
bi gdevi ce 4.0 MB data only 3408
| ogdev 1.0 MB | og only 1024
| ogdev 2.0 B | og only 2032
newdevi ce 3.0 MB data only 3072
devi ce segment
bi gdevi ce defaul t
bi gdevi ce system
| ogdev | ogsegnent
newdevi ce def aul t
newdevi ce system
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A segment tutorial

704

Thefollowing exampl e creates asegment called new_space on newdevice:

sp_addsegnent new_space,

mydat a, newdevice

Here isthe portion of the sp_helpdb report which lists the segment

mapping:
devi ce segnent
bi gdevi ce def aul t
bi gdevi ce system
| ogdev | ogsegnent
newdevi ce defaul t
newdevi ce new_space
newdevi ce system

The default and system segments are still mapped to newdevice. If you are
planning to use new_space to store a user table or index for improved
performance, and you want to ensure that other user objects are not stored
on the device by default, reduce the scope of default and system with
sp_dropsegment:

sp_dropsegnent system nydata, newdevice
sp_dropsegnent "default", mydata, newdevice

You must include the quotes around “ default;” it is a Transact-SQL
reserved word.

Here is the portion of the sp_helpdb report that shows the segment
mapping:

devi ce segment
bi gdevi ce defaul t
bi gdevi ce system
| ogdev | ogsegnent
newdevi ce new_space

Only new_space is now mapped to newdevice. Users who create objects
can use on new_space to place atable or index on the device that
corresponds to that segment. Since the default segment is not pointing to
that database device, userswho create tablesand indexeswithout using the
on clause will not be placing them on your specially prepared device.

If you use alter database on newdevice again, the new space fragment
acquiresthe same segment mapping as the existing fragment of that device
(that is, the new_space segment only).
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At this point, if you use create table and name new_space as the segment,
you will get results like these from sp_help and sp_helpsegment:

create table nytabl (cl int, c2 datetine)
on new_space
sp_hel p nyt abl

Nanme Oaner Type
myt abl dbo user table
Dat a_| ocat ed_on_segnent When_creat ed
-------------------------------------------------- new_space
May 27 1993 3:21PM
Col utm_nane Type Length Nulls Default_nane Rul e_name
cl i nt 4 0 NULL NULL
c2 dateti me 8 0 NULL NULL
Obj ect does not have any i ndexes.
No defined keys for this object.
sp_hel psegnent new_space
segnment nane st at us
3 new_space 0
devi ce si ze free_pages
newdevi ce 3.0MB 1528
t abl e_nane i ndex_nane indid
myt abl nmyt abl 0
total _size total _pages free_pages used_pages
3. 0MB 1536 1528 8
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Segments and clustered indexes

This example creates a clustered index, without specifying the segment
name, using the same table you just created on the new_space segment in
the preceding example. Check new_space after create index to verify that

no objects remain on the segment:

/* Don't try this at hone */

create clustered index
on nytabl (cl)

mytabl _ci x

sp_hel psegnent new_space

segnent nane status
""" 3 newspace 0

devi ce si ze free_pages
newdevice oM 1528
total _size total _pages free_pages used_pages
.o  1ss 1528 8

If you have placed atable on asegment, and you need to create a clustered
index, use the on segment_name clause, or the table will migrate to the

default segment.
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CHAPTER 24

Using the reorg Command

Update activity against atable can eventually lead to inefficient utilization
of space and reduced performance. The reorg command reorganizes the

use of table space and improves performance.

This chapter discusses:

Topic Page
reorg subcommands 707
When to run areorg command 708
Using the optdiag utility to assess the need for areorg 709
Moving forwarded rows to home pages 710
Reclaiming unused space from deletes and updates 711
Reclaiming unused space and undoing row forwarding 712
Rebuilding atable 712
resume and time options for reorganizing large tables 714
Using the reorg rebuild command on indexes 715

reorg subcommands

Thereorg command providesfour subcommandsfor carrying out different

types and levels of reorganization:

¢ reorg forwarded_rows undoes row forwarding.

e reorg reclaim_space reclaims unused space left on a page as aresult

of deletions and row-shortening updates.

¢ reorg compact both reclaims space and undoes row forwarding.

e reorg rebuild undoes row forwarding and reclaims unused page space,

as does reorg compact. In addition, reorg rebuild:

¢ Rewritesall rowsto accord with atable’ sclustered index, if it has

one
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When to run a reorg command

e Writesrows to data pages to accord with any changes madein
space management settings through sp_chgattribute

e Dropsand re-creates all indexes belonging to the table

The reclaim_space, forwarded_rows, and compact subcommands:

Minimizeinterference with other activities by using multiple small
transactions of brief duration. Each transaction islimited to eight
pages of reorg processing.

Provide resume and time options that allow you to set atime limit on
how long areorg runs and to resume areorg from the point at which
the previous reorg stopped. This allows you to, for example, use a
seriesof partial reorganizations at off-peak timestoreorg alargetable.
For moreinformation, see “resume and time options for reorganizing
large tables’ on page 714.

The following considerations apply to the rebuild subcommand:

reorg rebuild holds an exclusive table lock for itsentire duration. On a
large table this may be a significant amount of time. However, reorg
rebuild accomplishes everything that dropping and re-creating a
clustered index does and takes less time. In addition, reorg rebuild
rebuilds the table using all of the table€’s current space management
settings. Dropping and re-creating an index does not use the space
management setting for reservepagegap.

In most cases, reorg rebuild requires additional disk space equal to the
size of thetableit is rebuilding and its indexes.

The following restrictions hold:

The table specified in the command, if any, must use either the
datarows or datapages locking scheme.

You must be a System Administrator or the object owner to issue
reorg.

You cannot issue reorg within atransaction.

When to run a reorg command

reorg is useful when:
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A large number of forwarded rows causes extra |/O during read
operations.

Inserts and serializabl e reads are slow because they encounter pages
with noncontiguous free space that needs to be reclaimed.

Large I/0O operations are slow because of low cluster ratios for data
and index pages.

sp_chgattribute was used to change a space management setting
(reservepagegap, fillfactor, or exp_row_size) and the changeisto be
applied to all existing rows and pagesin atable, not just to future
updates.

Using the optdiag utility to assess the need for areorg

To assess the need for running areorg, you can use statistics from the
systabstats table and the optdiag utility. systabstats contains statistics on
the utilization of table space, while optdiag generates reports based on
statistics in both systabstats and the sysstatistics table.

For information on the systabstats table, see the Performance and Tuning
Guide. For information about optdiag, see <doctitle>Utility Programs for
UNIX Platforms</doctitle>.

Space reclamation without the reorg command

Several types of activities reclaim or reorganize the use of spacein atable
on a page-by-page basis:

Inserts, when an insert encounters a page that would have enough
room if it reclaimed unused space.

The update statistics command (for index pages only)
Re-creating clustered indexes

The housekeeper task, if enable housekeeper GC isset to 1
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Moving forwarded rows to home pages

Each of these has limitations and may be insufficient for use on alarge
number of pages. For example, inserts may execute more slowly when
they need to reclaim space, and may not affect many pages with space that
can be reorganized. Space reclamation under the housekeeper task
compacts unused space, but it runs only when no other tasks are requesting
CPU time, so it may not reach every page that needsit.

Moving forwarded rows to home pages

reorg forwarded_rows
syntax
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If an update makes arow too long to fit on its current page, the row is
forwarded to another page. A reference to the row is maintained on its
original page, the row’s home page, and all access to the forwarded row
goesthrough thisreference. Thus, it waystakestwo page accessesto get
to aforwarded row. If a scan needsto read alarge number of forwarded
pages, the 1/0Os caused by extra page accesses slow performance.

reorg forwarded_rows undoes row forwarding by either moving a
forwarded row back to its home page, if there is enough space, or by
deleting the row and reinserting it in a new home page.

You can get statistics on the number of forwarded rowsin atable by
querying systabstats and using optdiag.
The syntax for reorg forwarded_rows is:

reorg forwarded_rows tablename
[with {resume, time = no_of_minutes}]

For information about the resume and time options, see “resume and time
options for reorganizing large tables” on page 714.

reorg forwarded_rows does not apply to indexes, because indexes do not
have forwarded rows.
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Using reorg compact to remove row forwarding

reorg forwarded_rows uses allocation page hints to find forwarded rows.
Because it does not have to search an entire table, this comand executes
quickly, but it may miss some forwarded rows. After running reorg
forwarded_rows, you can evaluate its effectiveness by using optdiag and
checking “Forwarded row count.” If “Forwarded row count” is high, you
can then run reorg compact, which goes through atable page by page and
undoes all row forwarding.

Reclaiming unused space from deletes and updates

reorg reclaim_space
syntax

When atask performs a delete operation or an update that shortens row
length, the empty spaceis preserved in case the transaction isrolled back.
If atableis subject to frequent deletes and row-shortening updates,
unreclaimed space may accumulate to the point that it impairs
performance.

reorg reclaim_space reclaims unused space | eft by deletes and updates. On
each page that has space resulting from committed deletes or row-
shortening updates, reorg reclaim_space rewrites the remaining rows
contiguously, leaving all the unused space at the end of the page. If all
rows have been deleted and there are no remaining rows, reorg
reclaim_space deallocates the page.

You can get statistics on the number of unreclaimed row deletionsin a
table from the systabstats table and by using the optdiag utility. Thereisno
direct measure of how much unused space thereis as aresult of row-
shortening updates.

The syntax for reorg reclaim_space is:

reorg reclaim_space tablename [indexname]
[with {resume, time = no_of_minutes}]
If you specify only atable name, only the tabl€e's data pages are
reorganized to reclaim unused space; in other words, indexes are not
affected. If you specify an index name, only the pages of the index are
reorganized.

For information about the resume and time options, see “resume and time
options for reorganizing large tables” on page 714.
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Reclaiming unused space and undoing row forwarding

Reclaiming unused space and undoing row forwarding

reorg compact syntax

reorg compact combines the functions of reorg reclaim_space and
reorg forwarded_rows. Use reorg compact when:

e Youdon't needtorebuild an entiretable (reorg rebuild); however, both
row forwarding and unused space from del etes and updates may be
affecting performance.

e Thereare alarge number of forwarded rows. See “Using reorg
compact to remove row forwarding” on page 711.

The syntax for reorg compact is:

reorg compact tablename
[with {resume, time = no_of_minutes}]

For information about the resume and time options, see “resume and time
options for reorganizing large tables” on page 714.

Rebuilding a table

712

Use reorg rebuild when:

* Largel/Oisnot being selected for queries where it is usually used,
and optdiag shows a low cluster ratio for datapages, data rows, or
index pages.

e  You used sp_chgattribute to change one or more of the exp_row_size,
reservepagegap, Or fillfactor space management settings and you want
the changes to apply not only to future data, but also to existing rows
and pages. For information about sp_chgattribute, see the Adaptive
Server Reference Manual.

If atable needsto berebuilt because of alow cluster ratio, it may also need
to have its space management settings changed (see “ Changing space
management settings before using reorg rebuild” on page 713).

reorg rebuild uses atable’s current space management settings to rewrite
the rows in the table according to the table's clustered index, if it has one.
All indexes on thetable are dropped and re-created using the current space
management values for reservepagegap and fillfactor. After arebuild, a
table has no forwarded rows and no unused space from deletions or
updates.



CHAPTER 24

Using the reorg Command

reorg rebuild syntax The syntax for reorg rebuild is:

reorg rebuild tablename

Prerequisites for running reorg rebuild

Before you run reorg rebuild on atable:

e Set the database option select into/bulkcopy/plisort to true and run

checkpoint in the database.

¢ Makesurethat additional disk space, equal to the size of thetable and

itsindexes, isavailable.

To set select into/bulkcopy/plisort to true and checkpoint the database, use

the following isql commands:

1> use nmster
2> go
1> sp_dboption pubs2,

"sel ect into/bul kcopy/pllsort”, true

2> go
1> use pubs2
2> go
1> checkpoi nt
2> go

Following arebuild on atable:

*  You must dump the database containing the table before you can

dump the transaction log.

» Distribution statistics for the table are updated.

» All stored procedures that reference the table will be recompiled the

next time they are run.

Changing space management settings before using reorg rebuild

When reorg rebuild rebuilds atable, it rewrites all table and index rows
according to the tabl€e's current settings for reservepagegap, fillfactor, and
exp_row_size. These propertiesall affect how quickly inserts cause atable
to become fragmented, as measured by alow cluster ratio.

If it appears that atable quickly becomes fragmented and needsto be
rebuilt too frequently, it may be asign that you need to change the table’s
space management settings before you run reorg rebuild.
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resume and time options for reorganizing large tables

To change the space management settings, use sp_chgattribute (see the
Adaptive Server Reference Manual). For information on space
management settings, see Performance and Tuning Guide

resume and time options for reorganizing large tables

Syntax for using resume
and time in reorg
commands

Usetheresume and time options of the reorg command when reorganizing
an entire table would take too long and interfere with other database
activities. time allows you to run areorg for a specified length of time.
resume alowsyou to start areorg at the point in atable where the previous
reorg left off. In combination, the two options alow you to reorganize a
large table by running a series of partial reorganizations (for example,
during off-hours).

resume and time not available with reorg rebuild.

The syntax for resume and time is:

reorg reclaim_space tablename [indexname]
[with {resume, time = no_of_minutes}]
reorg forwarded_rows tablename
[with {resume, time = no_of_minutes}]
reorg compact tablename
[with {resume, time = no_of_minutes}]
The following considerations apply:

« |If you specify only the resume option, the reorg begins at the point
wherethe previousreorg stopped and continuesto the end of thetable.

e |If you specify only thetime option, thereorg starts at the beginning of
the table and continues for the specified number of minutes.

«  |If you specify both options, the reorg starts at the point where the
previous reorg stopped and continues for the specified number of
minutes.

Specifying no_of _minutes in the time option
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Theno_of minutes argument in the time option refersto elapsed time, not
CPU time. For example, to run reorg compact for 30 minutes, beginning
where a previous reorg compact finished, enter:
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reorg compact tablename with resume, time=30

If the reorg process goesto sleep during any part of the 30 minutes, it till
counts as part of the elapsed time and does not add to the duration of the
reorg.

When the amount of time specified has passed, reorg saves statistics about
the portion of thetable or index that was processed in the systabstats table.
Thisinformation is used as the restart point for areorg with the resume
option. The restart points for each of the three subcommands that take
resume and time options are maintained separately. You cannot, for
example, start areorg with reorg reclaim_space and then resume it with
reorg compact.

If you specify no_of minutes, and reorg arrives at the end of atable or an
index before the time is up, it returns to the beginning of the object and
continues until it reaches its time limit.

Note resume andtime allow you to reorganize an entire table or index over
multiple runs. However, if there are updates between reorg runs, some
pages may be processed twice and some pages may not be processed at all.

Using the reorg rebuild command on indexes

Syntax

Comments

Thereorg rebuild command allowsyou to rebuild individual indexeswhile
the tableitself is accessible for read and update activities.

The syntax for rebuilding an index is:

reorg rebuild indexname

To use reorg rebuild, you must be the table owner or the Database Owner,
or have System Administrator privileges.

If you omit the index name, the entire table is rebuilt.
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Limitations

If you specify an index, only that index is rebuilt.

Requirementsfor using reorg rebuild on an index areless stringent than for
tables. The following rules apply:

* You do not need to set select into to rebuild an index.

« Rebuilding atable requires space for a complete copy of the table.
Rebuilding an index works in small transactions, and deallocates
pages once they are copied; therefore, the process only needs space
for the pages copied on each transaction.

*  You can rebuild the index on atable while transaction level scans
(dirty reads) are active.

The reorg command applies only to tables using datarows or datapages
locking. You cannot run reorg on atable that uses allpages locking.

You cannot run reorg on atext index, the name from sysindexes associated
with atext chain.

You cannot run reorg within atransaction.

You can do adump tran on atable after rebuilding itsindex. However, you
cannot do adump tran if the entire table has been rebuilt.

You can rebuild the index for systabstats, but you cannot run reorg rebuild
on thetableitself.

Although online index rebuilding is allowed on a placement index, it
rebuilds only the index pages. The data pages remain untouched, which
means datarows are neither sorted nor rewritten to fresh pages. You can
rebuild data pages by dropping a placement index, and then re-creating it.

How indexes are rebuilt with reorg rebuild indexname
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Rebuilding asingle index rewrites all index rows to new pages. This
improves performance by:

e Improving clustering of the leaf level of the index

e Applying stored values for the fill factor on the index, which can
reduce page splits
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«  Applying any stored value for reservepagegap, which can help
reserve pages for future splits

To reduce contention with userswhose queries need to use the index, reorg
rebuild locks a small number of pages at atime. Rebuilding an index isa
series of independent transactions, with some independent, nested
transactions. Approximately 32 pages are rebuilt in each nested
transaction and approximately 256 pages are rebuilt in each outer
transaction. Address locks are acquired on the pages being modified and
are released at the end of the topaction. The pages deallocated in a
transaction are not available for reuse until the next transaction begins.

If the reorg rebuild command stops running, the transactions that are
already committed are not rolled back. Therefore, the part that has been
reorganized is well clustered with desired space utilization, and the part
that has not been reorganized is the same as it was before you ran the
command. The index remains logically consistent.

Note Rebuilding the clustered index does not affect the data pages of the
table. It only affectstheleaf pagesand higher index levels. Non-leaf pages
above level 1 are not rebuilt.

Space requirements for rebuilding an index

If you do not specify fill_factor or reservepagegap, rebuilding an index
requires additional space of aproximately 256 pages or less in the data
segment. The amount of 1og space required is larger than that required to
drop the index and re-create it using create index, but it should be only a
small fraction of the actual index size. The more additional free spaceis
available, the better the index clustering will be.

Note reorg rebuild may not rebuild those parts of the index that are already
well clustered and have the desired space utilization.

Performance characteristics
Index scans are faster after you run reorg.
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Status messages
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Running reorg against a table can have a negative effect on performance
of concurrent queries.

Running reorg rebuild indexname on a large table may take along time.
Periodic status messages are printed to give the user an idea of how reorg
has progressed. Starting and ending messages are written to the error log
and to the client process executing reorg. | n-progress messages go only to
the client.

A statusreporting interval is calculated as either 10% of the pages to be
processed or 10,000 pages, whichever islarger. When this number of
pagesis processed, a status messageis printed. Therefore, no morethan 10
messages are printed, regardless of the size of the index. Status messages
for existing reorg commands are printed more frequently.
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This chapter describes how to check database consistency and perform
some kinds of database maintenance using the dbcc commands.

Topics covered in this chapter include:

Topic Page
What is the database consistency checker? 719
Understanding page and object allocation concepts 720
What checks can be performed with dbcc? 725
Checking consistency of databases and tables 726
Checking page alocation 732
Correcting allocation errors using the fix | nofix option 735
Generating reports with dbcc tablealloc and dbcc indexalloc 736
Checking consistency of system tables 736
Strategies for using consistency checking commands 737
Verifying faults with dbcc checkverify 745
Dropping a damaged database 748
Preparing to use dbcc checkstorage 748
Maintaining dbccdb 759
Generating reports from dbccdb 762

What is the database consistency checker?

The database consistency checker (dbcc) provides commands for
checking the logical and physical consistency of a database. Two major
functions of dbcc are:

e Checking page linkage and data pointers at both the page level and
the row level using checkstorage or checktable and checkdb

¢ Checking pageallocation using checkstorage, checkalloc, checkverify,
tablealloc, and indexalloc
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dbcc checkstorage storesthe results of checksin the dbcedb database. You
can print reports from dbcedb using the dbce stored procedures.

Use the dbcc commands:

e Aspart of regular database maintenance —theintegrity of theinternal
structures of a database depends upon the System Administrator or
Database Owner running database consistency checks on aregular
basis.

e To determine the extent of possible damage after a system error has
occurred.

«  Before backing up a database for additional confidencein the
integrity of the backup.

e |If you suspect that a database is damaged — for example, if using a
particular table generates the message “ Table corrupt,” you can use
dbcc to determine if other tablesin the database are also damaged.

If you are using Component | ntegration Services, thereare additional dbcc
commands you can use for remote databases. For more information, see
the Component Integration Services User’s Guide.

Understanding page and object allocation concepts
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When you initialize a database device, the disk init command divides the
new spaceinto allocation units. The size of the allocation unit dependson
the size of thelogical pages your server uses (2, 4, 8, or 16K). The first
page of each allocation unit isan allocation page, which tracks the use of
all pagesin the allocation unit. Allocation pages have an object 1D of 99;
they are not real database objects and do not appear in system tables, but
dbcc errors on allocation pages report this value.

When atable or an index requires space, Adaptive Server allocates ablock
of 8 pagesto the object. This 8-page block is called an extent. Each
allocation unit contains 32 extents. The size of the extent also depends on
the size of the server logical pages. Adaptive Server uses extents as a unit
of space management to allocate and deall ocate space as follows:

e Whenyou create atable or an index, Adaptive Server allocates an
extent for the object.
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¢ When you add rows to an existing table, and the existing pages are
full, Adaptive Server allocates another page. If all pagesin an extent
arefull, Adaptive Server alocates an additional extent.

«  Whenyou drop atable or an index, Adaptive Server deallocates the
extentsit occupied.

¢ When you delete rows from atable so that it shrinks by a page,
Adaptive Server deallocates the page. If the table shrinks off the
extent, Adaptive Server deallocates the extent.

Every time spaceisallocated or deall ocated on an extent, Adaptive Server
records the event on the allocation page that tracks the extents for that
object. This provides afast method for tracking space allocationsin the
database, since objects can shrink or grow without excess overhead.

Figure 25-1 shows how data pages are set up within extents and all ocation
unitsin Adaptive Server databases.
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Figure 25-1: Page management with extents

0| 1|2|3|4|5]|6]7] |extno

16 | 17 | 18 | 19 | 20 | 21 | 22 | 23

—— allocation unit

24 | 25| 26| 27| 28| 29| 30| 31 256 pages

248 | 249 | 250 | 251 | 252 | 253 | 254 | 255

allocation

page
256 | 257 | 258 | 259 | 260 | 261 | 262 | 263 other pages
264 | 265 | 266 | 267 | 268 | 269 | 270 | 271

extent
272 | 273 | 274 | 275 | 276 | 277 | 278 | 279 (8 pages)
280 | 281 | 282 | 283 | 284 | 285 | 286 | 287 |  extent 280

504 | 505 | 506 | 507 | 508 | 509 | 510 | 511

dbcc checkalloc checksall allocation pages (page 0 and all pagesdivisible
by 256) in a database and reports on the information it finds. dbcc
indexalloc and dbcc tablealloc check allocation for specific database
objects.
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Understanding the object allocation map (OAM)

Each table and index on atable has an Object Allocation Map (OAM). The
OAM is stored on pages allocated to the table or index and is checked
when anew pageisneeded for theindex or table. A single OAM page can
hold allocation mapping for between 2,000 and 63,750 data or index

pages.

The OAM pages point to the all ocation page for each allocation unit where
the object uses space. The allocation pages, in turn, track the information
about extent and page usage within the allocation unit. In other words, if
thetitles tableis stored on extents 24 and 272, the OAM page for the titles
table points to pages 0 and 256.

Figure 25-2 shows an object stored on 4 extents, numbered 0, 24, 272 and
504 for aserver that uses 2K logical pages. The OAM isstored on thefirst
page of the first segment. In this case, since the all ocation page occupies
page 0, the OAM islocated on page 1.

This OAM points to two allocation pages: page 0 and page 256.

These allocation pages track the pages used in each extent used by all
objects with storage space in the allocation unit. For the object in this
example, it tracks the allocation and de-all ocation of pages on extents 0,
24, 272, and 504.
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Figure 25-2;: OAM page and allocation page pointers
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dbcc checkalloc and dbcc tablealloc examine this OAM page information,
in addition to checking pagelinkage, asdescribed in “ Understanding page
linkage” on page 725



CHAPTER 25 Checking Database Consistency

Understanding page linkage

existing pages

new page to be linked

] - old link
<—P new link

After a page has been allocated to atable or an index, that pageis linked
with other pages used for the same object. Figure 25-3 illustrates this
linking. Each page contains a header that includes the number of the page
that precedesit (“prev”) and of the page that follows it (“next”). When a
new page is alocated, the header information on the surrounding pages
changes to point to that page. dbcc checktable and dbcc checkdb check
page linkage. dbcc checkalloc, tablealloc, and indexalloc compare page
linkage to information on the allocation page.

Figure 25-3: How a newly allocated page is linked with other pages

prev| next prev| next

prev| next

What checks can be performed with dbcc?

Table 25-1 summarizes the checks performed by the dbcc commands.
Table 25-2 on page 738 compares the different dbcc commands.

Table 25-1: Comparison of checks performed by dbcc commands

Checks performed

check- check- check- check- index- table- check-
storage table db alloc alloc alloc catalog

Checks allocation of text valued X

columns
Checksindex consistency X X
Checks index sort order X X
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check- check- check- check- index- table- check-
Checks performed storage table db alloc alloc alloc catalog
Checks OAM page entries X X X X X
Checks page allocation X X X X
Checks page consistency X X X
Checks pointer consistency X X X
Checks system tables X
Checkstext column chains X X X X
Checkstext valued columns X X X

Note You can run al dbcc commands except dbrepair and checkdb with
the fix option while the database is active.

Only the table owner can execute dbcc with the checktable, fix_text, or
reindex keywords. Only the Database Owner can use the checkstorage,
checkdb, checkcatalog, checkalloc, indexalloc, and tablealloc keywords.
Only a System Administrator can use the dbrepair keyword.

Checking consistency of databases and tables

dbcc checkstorage
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The dbcc commands for checking the consistency of databases and tables
are:

» dbcc checkstorage
* dbcc checktable
* dbcc checkdb

Use dbcc checkstorage to perform the following checks:
» Allocation of text valued columns

e Pageallocation and consistency

e OAM page entries

e Pointer consistency
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Text valued columns and text column chains

The syntax for dbcc checkstorage is:

dbcc checkstorage [(dbname)]

where dbname is the name of the tar get database (the database to be
checked).

Advantages of using dbcc checkstorage

The dbcc checkstorage command:

Combines many of the checks provided by the other dbcc commands

Doesnot lock tables or pagesfor extended periods, which allowsdbcc
to locate errors accurately while allowing concurrent update activity

Scales linearly with the aggregate /0O throughput

Separates the functions of checking and reporting, which allows
custom evaluation and report generation

Provides a detailed description of space usage in the target database

Recordsdbcc checkstorage activity and resultsin thedbccdb database,
which alowstrend anaysis and provides a source of accurate
diagnostic information

Comparison of dbcc checkstorage and other dbcc commands

dbcc checkstorage is different from the other dbcc commandsin that it
requires:

The dbcedb database to store configuration information and the
results of checks made on the target database. For more information,
see “ Preparing to use dbcc checkstorage” on page 748.

At least two workspaces to use during the check operation. See
“dbccdb Workspaces’ on page 87 in the Adaptive Server Reference
Manual.

System and stored proceduresto help you prepare your system to use
dbcc checkstorage and to generate reports on the data stored in
dbccdb. See “Preparing to use dbcc checkstorage” on page 748,
“Maintaining dbccdb” on page 759, and “ Generating reports from
dbccdb” on page 762.
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dbcc checkstorage does not repair any faults. After you run dbcc
checkstorage and generate areport to see the faults, you can run the
appropriate docc command to repair the faults.

Understanding the dbcc checkstorage operation
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The dbce checkstorage operation consists of the following steps:

1

Inspection — dbcc checkstorage uses the device allocation and the
segment definition of the database being checked to determine the
level of parallel processing that can be used. dbcc checkstorage also
uses the configuration parameters max worker processes and dbcc
named cache to limit the level of parallel processing that can be used.

Planning — dbcc checkstorage generates a plan for executing the
operation that takes advantage of the parallelism discovered in step 1.

Execution and optimization—dbcc checkstorage uses Adaptive Server
worker processesto perform parallel checking and storage analysis of
the target database. It attempts to equalize the work performed by
each worker process and consolidates the work of underutilized
worker processes. As the check operation proceeds, dbcc
checkstorage extends and adjusts the plan generated in step 2 to take
advantage of the additional information gathered during the check
operation.

Reporting and control — during the check operation, dbcc
checkstorage records in the dbccdb database all the faultsit findsin
the target database for later reporting and eval uation. It also records
the results of its storage analysisin dbccdb. When dbcc checkstorage
encounters afault, it attempts to recover and continue the operation,
but ends operations that cannot succeed after the fault. For example,
adefective disk does not cause dbcc checkstorage to fail; however,
check operations performed on the defective disk cannot succeed, so
they are not performed.

If another session performsdrop table concurrently, dbcc checkstorage
might fail in the initialization phase. If this happens, run dbcc
checkstorage again when the drop table processis finished.
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Performance and scalability

dbcc checktable

dbcc checkstorage scales linearly with aggregate 1/0 throughput for a
substantial performance improvement over dbcc checkalloc. The scaling
property of dbcc checkstorage means that if the database doublesin size
and the hardware doublesin capacity (realizable 1/0 throughput), thetime
required for adbcc check remains unchanged. Doubling the capacity
would typically mean doubling the number of disk spindles and providing
sufficient additional 1/0 channel capacity, system bus capacity, and CPU
capacity to realize the additional aggregate disk throughput.

Most of the checks performed by using dbcc checkalloc and dbcc checkdb,
including text column chain verification, are achieved with a single check
when you use dbcc checkstorage, thereby eliminating redundant check
operations.

dbcc checkstorage checks the entire database, including unused pages, so
execution time is relative to database size. Therefore, when you use dbcc
checkstorage, there is not alarge difference between checking a database
that is nearly empty and checking one that is nearly full, as thereiswith
the other dbcc commands.

Unlike the other dbcc commands, the performance of dbcc checkstorage
does not depend heavily on data placement. Therefore, performance is
consistent for each session, even if the data placement changes between
Sessions.

Because dbcc checkstorage does extrawork to set up the parallel operation
and records|arge amounts of datain dbccdb, the other dbcc commands are
faster when the target database is small.

Thelocation and all ocation of the workspaces used by dbcc checkstorage
can affect performance and scal ability. For moreinformation on how to set
up the workspaces to maximize the performance and scalability of your
system, see “ dbccdb Workspaces” on page 87 in the Adaptive Server
Reference Manual.

To run dbcc checkstorage and one of the system procedures for generating
reportswith asingle command, usesp_dbcc_runcheck. For information on
the report generating system procedures, see “ Generating reports from
dbccdb” on page 762.

dbcc checktable checks the specified table to see that:
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e Index and data pages are linked correctly
e Indexes are sorted properly
»  Pointers are consistent

- Datarows on each page have entries in the row-offset table; these
entries match the locations for the data rows on the page

«  Datarowson each page have entriesin the row-offset tablein the page
that match their respective locations on the page

« Partition statistics for partitioned tables are correct

The syntax for dbcc checktable is:

dbcc checktable ({table_name | table_id}
[, skip_ncindex] )

The skip_ncindex option allows you to skip checking the page linkage,
pointers, and sort order on nonclustered indexes. The linkage and pointers
of clustered indexes and data pages are essential to the integrity of your
tables. You can drop and re-create nonclustered indexesif Adaptive Server
reports problems with page linkage or pointers.

When checkstorage returns a fault code of 100035, and checkverify
confirmsthat the spacebit fault isa hard fault, you can use dbcc checktable
to fix the reported fault.

The syntax is:
dbcc checktable (table_name, fix_spacebits)

where table_nameis the name of the table to repair.

dbcc checktable can be used with the table name or the table's object 1D.
The sysobjects table stores this information in the name and id columns.

The following example shows a report on an undamaged table:

dbcc checktabl e(titles)

go

Checking titles

The total nunber of data pages in this table is 3.
Tabl e has 18 data rows.

DBCC execution conpleted. If DBCC printed error
nmessages, contact a user with System Admi ni strator
(SA) role.

If the table is partitioned, dbcc checktable checks data page linkage and
partition statistics for each partition. For example:
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dbcc checkt abl e( hi st oryt ab)

go
Checki ng hi storytab

The total nunber of pages in partition 1 is 20.
The total nunber of pages in partition 2 is 17.
The total nunber of pages in partition 3 is 19.
The total nunber of pages in partition 4 is 17.
The total nunber of pages in partition 5 is 20.
The total nunber of pages in partition 6 is 16.
The total nunber of pages in partition 7 is 19.
The total nunber of pages in partition 8 is 17.
The total nunber of pages in partition 9 is 19.
The total nunber of pages in partition 10 is 16.

The total nunber of data pages in this table is 190.
Tabl e has 1536 data rows.

DBCC execution conpleted. If DBCC printed error
messages, contact a user with System Adm ni strator
(SA) role.

To check atable that is not in the current database, supply the database
name. To check atable owned by another object, supply the owner’sname.
You must enclose any qualified table name in quotes. For example:

dbcc checkt abl e( " pubs2. newuser. testtabl e")

dbcc checktable addresses the following problems:

If the page linkage is incorrect, dbcc checktable displays an error
message.

If the sort order (sysindexes.soid) or character set (sysindexes.csid) for
atable with columns with char or varchar datatypes isincorrect, and
thetable's sort order iscompatiblewith Adaptive Server’sdefault sort
order, dbcc checktable corrects the values for the table. Only the
binary sort order is compatible across character sets.

Note If you change sort orders, character-based user indexes are
marked “read-only” and must be checked and rebuilt, if necessary.
See Chapter 7, “Configuring Character Sets, Sort Orders, and
Languages,” for more information about changing sort orders.

If datarowsarenot accounted for in thefirst OAM pagefor the object,
dbcc checktable updates the number of rows on that page. Thisis not
a serious problem. The built-in function rowent uses this value to
provide fast row estimatesin procedures like sp_spaceused.
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dbcc checkdb

You can improve dbcc checktable performance by using enhanced page
fetching.

dbcc checkdb runsthe same checks as dbcc checktable on each tablein the
specified database. If you do not give a database hame, dbcc checkdb
checksthe current database. dbcc checkdb gives similar messagesto those
returned by dbcc checktable and makes the same types of corrections.

The syntax for dbcc checkdb is:
dbcc checkdb [(database_name [, skip_ncindex]) ]

If you specify the optional skip_ncindex, docc checkdb does not check any
of the nonclustered indexes on user tables in the database.

Checking page allocation

dbcc checkalloc
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The dbcc commands that you use to check page allocation are:
»  dbcc checkalloc

* dbcecindexalloc

* dbcc tablealloc

dbcc checkalloc ensures that:

e All pages are correctly allocated.

« Partition statistics on the allocation pages are correct.
* Nopageisallocated that is not used.

* Nopageisused that is not allocated.

The syntax for dbcc checkalloc is:

dbcc checkalloc [(database_name [, fix | nofix] )]
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If you do not provide a database name, dbcc checkalloc checks the current
database.

With thefix option, dbcc checkalloc can fix all allocation errorsthat would
otherwise be fixed by dbcc tablealloc and can aso fix pages that remain
allocated to objects that have been dropped from the database. Before you
can use dbcc checkalloc with the fix option, you must put the database into
single-user mode. For details on using the fix and no fix options, see
“Correcting allocation errors using the fix | nofix option” on page 735.

dbcc checkalloc output consists of ablock of datafor each table, including
the system tables and the indexes on each table. For each table or index, it
reports the number of pages and extents used. Table information is
reported aseither INDID=0 or INDID=1. Tableswithout clustered indexes
have INDID=0, as shown in the example report on the salesdetail table.
Tableswith clustered indexes have INDID=1. Thereport for theseindexes
includes information at both the data and index level, as shown in the
exampl e reports on titleauthor and titles. Nonclustered indexes are
numbered consecutively, starting with INDID=2.

The following report on pubs2 shows the output for the salesdetail,
titleauthor, and titles tables;

Rk S S A R ok S R R o S R R R I R R S R S S R R S

TABLE: sal esdetai | OBJI D = 144003544
I NDI D=0 FI RST=297 ROOT=299 SORT=0
Data level: 0. 3 Data Pages in 1 extents.
I NDI D=2 FI RST=289 ROOT=290 SORT=1
I ndid : 2. 3 Index Pages in 1 extents.
I NDI D=3 FI RST=465 ROOT=466 SORT=1
Indid : 3. 3 Index Pages in 1 extents.

TOTAL # of extents = 3

Rk I S S o O R S O O

TABLE: titleauthor OBJI D = 176003658
I NDI D=1 FIRST=433 ROOT=425 SORT=1
Data level: 1. 1 Data Pages in 1 extents.
Indid 1. 1 Index Pages in 1 extents.
I NDI D=2 FI RST=305 ROOT=305 SORT=1
I ndid : 2. 1 Index Pages in 1 extents.
I NDI D=3 FI RST=441 ROOT=441 SORT=1
I ndid : 3. 1 Index Pages in 1 extents.

TOTAL # of extents = 4
R R O S O O
TABLE: titles OBJI D = 208003772
INDI D=1 FIRST=417 ROOT=409 SORT=1
Data level: 1. 3 Data Pages in 1 extents.
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Indid 1. 1 Index Pages in 1 extents.
I NDI D=2 FI RST=313 ROOT=313 SORT=1
Indid : 2. 1 Index Pages in 1 extents.

TOTAL # of extents = 3

Rk I R S kR I R O

dbcc indexalloc

dbcc tablealloc
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dbcc indexalloc checks the specified index to see that:
*  All pages are correctly allocated.

* Nopageisallocated that is not used.

e Nopageisused that is not allocated.

dbcc indexalloc is an index-level version of dbcc checkalloc, providing the
same integrity checks on an individual index. You can specify either the
table name or the table's object ID (theid column in sysobjects) and the
index’sindid in sysindexes. dbcc checkalloc and dbce indexalloc include the
index IDs in their output.

The syntax for dbcc indexalloc is:

dbcc indexalloc ( {table_name | table_id }, index_id

[, {full | optimized | fast | null}

[, fix | nofix]])
If you want to use the fix or nofix option for dbcc indexalloc, you must also
specify one of the report options (full, optimized, fast, or null). For details
on using the fix and no fix options, see “ Correcting allocation errors using
the fix | nofix option” on page 735. For details on the reports, see
“Generating reports with dbcce tablealloc and dbcc indexalloc” on page
736.

You can run sp_indsuspect to check the consistency of sort order in
indexes and dbcc reindex to repair inconsistencies. For details see “ Using
sp_indsuspect to find corrupt indexes’ on page 283 and “Rebuilding
indexes after changing the sort order” on page 283.

dbcc tablealloc checks the specified user table to ensure that:

e All pages are correctly allocated.
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e Partition statistics on the allocation pages are correct.
¢ No pageisallocated that is not used.
¢ No pageisused that is not allocated.

The syntax for dbcc tablealloc is:

dbcc tablealloc ({table_name | table_id}
[, {full | optimized | fast | null}
[, fix | nofix]])
You can specify either the table name or the table’s object ID from theid
column in sysobijects.

If you want to use the fix or nofix options for dbcc tablealloc, you must also
specify one of the report options (full, optimized, fast, or null). For details
on using the fix and no fix options, see“ Correcting allocation errors using
the fix | nofix option” on page 735. For details on the reports, see
“Generating reports with dbcc tablealloc and dbcc indexalloc” on page
736.

Correcting allocation errors using the fix | nofix option

You can use the fix | nofix option with dbcc checkalloc, dbcce tablealloc, and
dbcc indexalloc. It specifies whether or not the command fixes the
alocation errorsin tables. The default for all user tablesisfix. The default
for all system tablesis nofix.

Before you can use the fix option on system tables, you must put the
database into single-user mode:

sp_dbopti on dbnane, "single user", true

You can issue this command only when no one is using the database.
Whileit isin effect, only the user who issued it can access the database.
Because of this, we recommend that you run dbcc checkalloc with nofix, SO
that the database is available to other users, and then use dbcc tablealloc or
dbce indexalloc with fix to correct errorsin individual tables or indexes.

Output from dbcc tablealloc with fix displays allocation errors and any
corrections that were made. The following example shows an error
message that appears whether or not the fix option is used:

Msg 7939, Level 22, State 1:
Li ne 2:
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Tabl e Corrupt: The entry is mssing fromthe QAMf or
obj ect id 144003544 indid O for allocation page 2560.

When you use fix, the following message indicates that the missing entry
has been restored:

The m ssing OAM entry has been inserted.

The fix|nofix option works the same in dbcc indexalloc as it doesin dbcc
tablealloc.

Generating reports with dbcc tablealloc and dbcc
indexalloc

You can generate three types of reports with dbcc tablealloc or dbcc
indexalloc:

e full—producesareport containing al types of allocation errors. Using
the full option with dbcc tablealloc givesthe same results as using dbcc
checkalloc at atable level.

«  optimized — produces areport based on the all ocation pages listed in
the OAM pagesfor thetable. When you use the optimized option, dbcc
tablealloc does not report and cannot fix unreferenced extents on
allocation pages that are not listed in the OAM pages. If you do not
specify areport type, or if you specify null, optimized is the default.

e fast — produces an exception report of pages that are referenced but
not allocated in the extent (2521-level errors); does not produce an
allocation report.

For acomparison of speed, compl eteness, |ocking, and performanceissues
for these options and other docc commands, see Table 25-2 on page 738.

Checking consistency of system tables

dbcc checkcatalog checks for consistency within and between the system
tables in a database. For example, it verifies that:

e Every typein syscolumns has a matching entry in systypes.
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e Every table and view in sysobjects has at least one columnin
syscolumns.

¢ Thelast checkpoint in syslogs isvalid.
It also lists the segments defined for use by the database.
The syntax for dbcc checkcatalog is:

dbcc checkcat al og [ (dat abase_nane)]

If you do not specify a database name, dbcc checkcatalog checks the
current database.

dbcc checkcatal og (testdb)

Checki ng testdb
The fol |l owi ng segnents have been defined for database 5 (database name testdb).

virtual start addr size segment s
33554432 4096 0

1
16777216 102 2

DBCC execution conpleted. If DBCC printed error nessages, see your System
Admi ni strator.

Strategies for using consistency checking commands

The following sections compare the performance of the dbcc commands,
provide suggestions for scheduling and strategies to avoid serious
performance impacts, and provide information about dbcc output.

Comparing the performance of dbcc commands

Table 25-2 compares the speed, thoroughness, the level of checking and
locking, and performance implications of the dbcc commands. Remember
that dbcc checkdb, dbcc checktable, and dbcc checkcatalog perform
different types of integrity checks than dbcc checkalloc, dbcc tablealloc,
and dbcc indexalloc. dbcc checkstorage performs a combination of the
some of the checks performed by the other commands. Table 25-1 on
page 725 shows which checks are performed by the commands.
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Table 25-2: Comparison of the performance of dbcc commands

Command and Locking and Thorough-
option Level performance Speed ness
checkstorage Page chains and No locking; performs Fast High
datarowsfor all extensive |/O and may
indexes, dlocation  saturate the system’s 1/0;
pages, OAM pages, can use dedicated cache
deviceand partition  with minimal impact on
statistics other caches
checktable Page chains, sort Shared table lock; dbcc Slow High
checkdb order, data rows, checkdb locks onetable at a
and partition time and releases the lock
statistics for al after it finishes checking
indexes that table
checktable Page chains, sort Shared table lock; dbcc Up to 40% Medium
checkdbwith order, anddatarows checkdb locksonetableata faster than
skip_ncindex for tables and timeand releasesthelock  without
- clustered indexes after it finishes checking skip_ncindex
that table
checkalloc Page chains and No locking; performs Slow High
partition statistics extensive |/O and may
saturate the 1/0 calls; only
dlocation pages are cached
tablealloc full indexalloc ~ Page chains Shared table lock; performs ~ Slow High
fullwith full extensive |1/O; only
dlocation pages are cached
tablealloc Allocation pages Shared table lock; performs  Moderate Medium
indexallocwith extenS|.V9 1/G; only
optimized dlocation pages are cached
tablealloc OAM pages Shared table lock Fast Low
indexallocwith fast
checkcatalog Rowsin system Shared page locks on Moderate Medium

tables

system catal ogs; releases
lock after each pageis
checked; very few pages
cached

Using large I/O and asynchronous prefetch
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Some dbcc commands can use large I/0 and asynchronous prefetch when
these are configured for the caches used by the databases or objectsto be
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dbec checkdb and dbce checktable use large 1/0O poals for the page chain
checks on tables when the tables use a cache with large I/O configured.
Thelargest I/0O size available is used. When checking indexes, dbcc uses
only 2K buffers.

The dbcc checkdb, dbcc checktable, and the dbce all ocation checking
commands, checkalloc, tablealloc and indexalloc, use asynchronous
prefetch when it is avail able for the pool in use. See “ Setting limits for
dbcc” on page 622 in the Performance and Tuning Guide for more
information.

Cache binding commands and the commands to change the size and
asynchronous prefetch percentages for pools are dynamic commands. If
you use these dbcc commands during off-peak periods, when user
applications experience little impact, you can change these settingsto
speed dbce performance and restore the normal settings when dbcc checks
arefinished. See Chapter 19, “ Configuring Data Caches,” for information
on these commands.

Scheduling database maintenance at your site

Database use

There are several factorsthat determine how often you should run dbcc
commands and which ones you need to run.

If your Adaptive Server is used primarily between the hours of 8:00 am.
and 5:00 p.m., Monday through Friday, you can run dbcc checks at night
and on weekends so that the checks do not have a significant impact on
your users. If your tables are not extremely large, you can run a complete
set of dbcc commands fairly frequently.

dbcc checkstorage and dbcc checkcatalog provide the best coverage at the
lowest cost, assure recovery from backups. You can run dbcc checkdb or
dbcc checktable less frequently to check index sort order and consistency.
This check does not need to be coordinated with any other database
maintenance activity. Reserve object-level dbcc checks and those checks
that use the fix option for further diagnosis and correction of faults found
by dbcc checkstorage.
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Backup schedule
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If your Adaptive Server is used 24 hours a day, 7 days aweek, you may
want to limit the resource usage of dbcc checkstorage by limiting the
number of worker processes or by using application queues. If you decide
not to use dbcc checkstorage, you may want to schedule a cycle of checks
onindividual tablesandindexesusing dbcc checktable, dbcc tablealloc, and
dbcc indexalloc. At theend of the cycle, when all tables have been checked,
you can run dbcc checkcatalog and back up the database. For information
on using application queues, see Chapter 4, “ Distributing Engine
Resources,” in the Performance and Tuning Guide.

Some sites with 24-hour, high-performance demands run dbcc checks by:
e Dumping the database to tape

«  Loading the database dump into a separate Adaptive Server to create
aduplicate database

e Running dbcc commands on the duplicate database

*  Running dbcc commandswith thefix options on appropriate objectsin
the original database, if errors are detected that can be repaired with
the fix options

Thedumpisalogical copy of the database pages; therefore, problems
found in the original database are present in the duplicate database. This
strategy is useful if you are using dumps to provide a duplicate database
for reporting or some other purpose.

Schedul e the use of dbcc commands that lock objectsto avoid interference
with business activities. For example, dbcc checkdb acquires locks on all
objectsin the database whileit performsthe check. You cannot control the
order inwhich it checksthe objects. If you are running an application that
usestable4, table5, and table6, and running dbcc checkdb takes 20 minutes
to complete, the application will be blocked from accessing these tables,
even when the command is not checking them.

The more often you back up your databases and dump your transaction
logs, the more data you can recover in case of failure. You must decide
how much data you are willing to lose in the event of a disaster and
develop a dump schedule to support that decision.
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After you schedule your dumps, decide how to incorporate the dbcc
commands into that schedule. You do not have to perform dbcc checks
before each dump; however, you may lose additional dataif a corruption
occursin the dumps.

Anideal timeto dump adatabase is after you run a complete check of that
database using dbcc checkstorage and dbcc checkcatalog. If these
commands find no errors in the database, you know that your backup
contains a clean database. You can correct problems that occur after
loading the dump by reindexing. Use dbcc tablealloc or indexalloc on
individual tables and indexes to correct allocation errors reported by dbcc
checkalloc.

Size of tables and importance of data
Answer the following questions about your data:
* How many tables contain highly critical data?
*  How often does that data change?
* How large are those tables?

dbcc checkstorage is a database-level operation. If only afew tables
contain critical data or data that changes often, you may want to run the
table- and index-level dbcc commands more frequently on those tables
than you run dbcc checkstorage on the entire database.

Understanding the output from dbcc commands

dbcc checkstorage stores the results in the dbccdb database. You can print
avariety of reports from this database. For details, see “dbcc
checkstorage” on page 726.

The output of most other dbcc commands includes information that
identifies the objects being checked and error messages that indicate any
problems, the command finds in the object. When you run dbcc tablealloc
and dbcc indexalloc with fix, the output aso indicates the repairs that the
command makes.

The following example shows dbcc tablealloc output for atable with an
allocation error:

dbcc tabl eal | oc(tabl e5)
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Information from sysi ndexes about the object being checked:
TABLE: tableb OBJI D = 144003544
| NDI D=0 FI RST=337 ROOT=2587 SORT=0

Error nessage:

Msg 7939, Level 22, State 1:

Li ne 2:

Table Corrupt: The entry is mssing fromthe OAM for object id
144003544 indid 0 for allocation page 2560.

Message indicating that the error has been corrected:
The m ssing OAM entry has been inserted.
Data level: 0. 67 Data Pages in 9 extents.

dbcc report on page all ocation:

TOTAL # of extents = 9

Al'l oc page 256 (# of extent=1 used pages=8 ref pages=8)

EXTI D: 560 (Al loc page: 512) is initialized. Extent foll ows:

NEXT=0 PREV=0 OBJI D=144003544 ALLOC=0Oxff DEALL=0x0 | NDI D=0 STATUS=0x0
Al'l oc page 512 (# of extent=2 used pages=8 ref pages=8)

Page 864 allocated (Al loc page: 768 Extent ID: 864 Al oc mask: 0x1)
Page 865 allocated (Al loc page: 768 Extent ID: 864 Al oc mask: 0x3)
Page 866 allocated (Al loc page: 768 Extent ID: 864 Al oc mask: 0x7)
Page 867 allocated (Al loc page: 768 Extent ID: 864 Al oc mask: Oxf)
Page 868 allocated (Al loc page: 768 Extent ID: 864 Alloc nmask: O0x1f)
Page 869 allocated (Al loc page: 768 Extent ID: 864 Alloc nmask: 0x3f)
Page 870 allocated (Al loc page: 768 Extent ID: 864 Alloc mask: O0x7f)
Page 871 allocated (Al loc page: 768 Extent ID: 864 Alloc mask: Oxff)
Al'l oc page 768 (# of extent=1 used pages=8 ref pages=8)

Al'l oc page 1024 (# of extent=1 used pages=8 ref pages=8)

Al'l oc page 1280 (# of extent=1 used pages=8 ref pages=8)

Al'l oc page 1536 (# of extent=1 used pages=8 ref pages=8)

Al'l oc page 1792 (# of extent=1 used pages=8 ref pages=8)

Al'l oc page 2048 (# of extent=1 used pages=8 ref pages=8)

(O her output deleted.)

I nformati on on resources used:
Statistical information for this run foll ows:

Total # of pages read = 68

Total # of pages found cache = 68
Total # of physical reads = 0
Total # of saved 1/O0=0

Message printed on conpl etion of dbcc command:
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DBCC execution conpleted. |If DBCC printed error nessages, contact a user with
System Admini strator (SA) role.

Errors generated by database consistency problems

Errors generated by database consistency problems encountered by dbcc
checkstorage are documented in the dbcc_types table. Most arein the
ranges 5010-5019 and 100,000-100,032. For information on specific
errors, see “dbcc_types’ on page 82 of the Adaptive Server Reference
Manual. dbcc checkstorage records two kinds of faults: soft and hard. For
information, see “ Comparison of soft and hard faults’ on page 743.

Errors generated by database consistency problems encountered by dbcc
commands other than dbcc checkstorage usually have error numbers from
2500 to 2599 or from 7900 to 7999. These messages, and others that can
result from database consistency problems (such as Error 605), may
include phrases like “ Table Corrupt” or “Extent not within segment.”

Some messages indi cate severe database consistency problems; othersare
not so urgent. A few may reguire help from Sybase Technical Support, but
most can be solved by:

e Running dbcc commands that use the fix option

¢ Following theinstructions in the Troubleshooting Guide, which
contains step-by-step instructions for resolving many database errors
found by dbcc

Whatever techniques are required to solve the problems, the solutions are
much easier when you find the problem soon after the occurrence of the
corruption or inconsi stency. Consistency problems can exist on datapages
that are not used frequently, such as atable that is updated only monthly.
dbec can find, and often fix, these problems for you.

Comparison of soft and hard faults

When dbcc checkstorage finds afault in the target database, it isrecorded
inthedbcc_faults table as either asoft fault or ahard fault. Thefollowing
sections describe the two kinds of faults. For more information, see
“Verifying faults with dbcc checkverify” on page 745.

743



Strategies for using consistency checking commands

Soft faults

Hard faults

744

A soft fault is an inconsistency in Adaptive Server that is usually not
persistent. Most soft faults result from temporary inconsistenciesin the
target database caused by users updates to the database during dbcc
checkstorage or when dbcc checkstorage encounters data definition
language (DDL) commands. These faults are not repeated when you run
the command a second time. You can reclassify soft faults by comparing
the results of the two executions of dbcc checkstorage or by running dbcc
tablealloc and dbcc checktable after dbcc checkstorage finds soft faults.

If the same soft faults occur in successive executionsof dbcc checkstorage,
they are “persistent” soft faults, and may indicate a corruption. If you
execute dbcc checkstorage in single-user mode, the soft faultsreported are
“persistent” soft faults. You can resolve these faults by using
sp_dbcc_differentialreport or by running dbcc tablealloc and dbcc
checktable. If you use thelatter two commands, you need to check only the
tables or indexes that exhibited the soft faults.

A hard fault is a persistent corruption of Adaptive Server that cannot be
corrected by restarting Adaptive Server. Not al hard faults are equally
severe. For example, each of the following situations cause a hard faullt,
but the results are different:

e A pagethat isalocated to a nonexistent table minimally reduces the
available disk storage.

« A tablewith some rows that are unreachable by a scan might return
the wrong resullts.

e A tablethat islinked to another table causes the query to stop.

Some hard faults can be corrected by simple actions such as truncating the
affected table. Others can be corrected only by restoring the database from
abackup.
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Verifying faults with dbcc checkverify

dbcc checkverify examines the results of the most recent checkstorage
operation and reclassifies each soft fault as either a hard fault or an
insignificant fault. checkverify acts as a second filter to remove spurious
faults from the checkstorage results.

How dbcc checkverify works

checkverify reads the recorded faults from dbcc_faults and resolves each
soft fault through a procedure similar to that used by the checkstorage
operation.

Note checkverify locksthetable against concurrent updates, which ensures
that the soft faults are reclassified correctly. checkverify does not find
errors that have occurred since the last run of checkstorage.

checkverify records information in the docc_operation_log and
dbcc_operation_results tables the same way that checkstorage does. The
recorded value of opid is the same as the opid of the last checkstorage
operation. checkverify updates the status column in the dbcc_faults table
and insertsarow in the dbcc_fault_params table for the faultsit processes.

checkverify does not use the scan or text workspaces.

Each fault found by checkstorage is verified by checkverify as one of the
following:

* A hard fault classified as such by checkstorage.

» A soft fault reclassified as hard by checkverify because concurrent
activity was ruled out as the cause.

» A soft fault confirmed to be soft by checkverify. Some soft faults that
appear when there is no concurrent activity in the database do not
represent a significant hazard and are not reclassified as hard. A soft
fault is not reclassified if it isinformational only and not a corruption.

» A soft fault reclassified asinsignificant because it can be attributed to
concurrent activity or because subseguent activity masked the
original inconsistency.
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A fault that isassigned code 100011 (text pointer fault) by checkstorage is
verified as hard if the text column has a hard fault. If it does not, it is
reclassified as soft.

A fault that is assigned code 100016 (page allocated but not linked) by
checkstorage isverified ashard if the same fault appearsin two successive
checkstorage operations. Otherwise, it is reclassified as soft.

When afault that is assigned code 100035 (spacebits mismatch) by
checkstorage isverified ashard, you can repair it by using docc checktable.

When checkverify confirms hard faults in your database, follow the same
procedures as you did in previous versions of Adaptive Server to correct
the faults.

checkverify classifies the following fault codes as soft faults:
* 100020 — check aborted

* 100025 — row count fault

e 100028 — page allocation off current segment

When to use dbcc checkverify
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You can verify persistent faults by running checkverify anytime after
running checkstorage, even after an extended period of hours or days.
However, when deciding your schedule, keep in mind that the database
state changes over time, and the changes can mask both soft faults and
hard faults.

For example, apagethat islinked to atable but not allocated isahard fault.
If the table is dropped, the fault is resolved and masked. If the pageis
allocated to another table, the fault persists but its signature changes. The
page now appears to be linked to two different tables. If the pageis
reallocated to the same table, the fault appears as a corrupt page chain.
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Persistent faults that are corrected by a subsequent database change
usually do not pose an operational problem. However, detecting and
quickly verifying these faults may locate a source of corruption before
more serious problems are encountered or before the signature of the
original fault changes. For this reason, Sybase recommends that you run
checkverify as soon as possible after running dbcc checkstorage.

Note When checkstorage is executed with the target database in single-
user mode, there will be no soft faults and no need to execute checkverify.

checkverify runs only one time for each execution of checkstorage.
However, if checkverify isinterrupted and does not complete, you can run
it again. The operation resumes from where it was interrupted.

How to use dbcc checkverify
The syntax is:
dbcc checkverify(dbname)

where dbname is the database for which you want to verify checkstorage
results.

checkverify operates on the results of the last completed checkstorage
operation for the specified database only.

When the checkverify operation is complete, Adaptive Server returns the
following message:

DBCC checkverify for database nane, sequence

n conpleted at date tinme. n suspect conditions
resolved as faults and n resol ved as i nnocuous.
n checks were abort ed.

You can run checkverify automatically after running checkstorage by using
sp_dbcc_runcheck.
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Dropping a damaged database

Use dbcc dbrepair dropdb from the master database to drop a damaged
database. No users, including the user running dbrepair, can be using the
database when it is dropped.

The syntax for dbcc dbrepair is:
dbcc dbrepair (database_name, dropdb )

The Transact-SQL command drop database does not work on a database
that cannot be recovered or used.

Preparing to use dbcc checkstorage

Before you can use dbcc checkstorage, you must configure Adaptive
Server and set up the dbcedb database. Table 25-3 summarizes the steps
and commands in the order you should use them. Each action is described
in detail in the following sections.

Note The examplesin this section assume a server that uses 2K logical
pages.

Warning! Do not attempt to perform the actions or use the commandsin
Table 25-3 before you read the information in the referenced section. You
must understand the consequences of each action before you make any
changes.

Table 25-3: Tasks for preparing to use dbcc checkstorage

For this action

See Use this command

1. Obtain recommendations for

database size, devices (if doccdb
does not exist), workspace sizes,

cache size, and the number of
worker processes for the target
database.

“Planning resources’ on  use master

page 749 sp_plan_dbccdb
“Planning workspace
size” on page 751

2. If necessary, adjust the number ~ “Configuring worker sp_configure
of worker processesthat Adaptive  processes’ on page 753  number of worker processes

Server uses.

748
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For this action

See

Use this command

3. Create a named cache for dbce
(optional).

“Setting up a named
cache for dbcc” on page
754

sp_cacheconfig

4. Configure ayour buffer pool.

“Configuring an 8 page
1/O buffer pool” on page
755

sp_poolconfig

5. If dbcedb already exists, drop it drop database

and all associated devices before

creating a new dbccdb database.

6. Initialize disk devicesfor the “Allocating disk space  disk init

dbccdb data and the log. for dbccdb” on page 756

7. Create dbccdb on the data disk create database

device.

8. Add disk segments (optional). “Segments for use dbccdb
workspaces’ on page sp_addsegment
756

9. Populate the dbccdb database isql -Usa -P -i

and install dbcc stored procedures.

$SYBASE/ scri pts/install dbccdb

10. Create the workspaces. “dbcedb Workspaces” sp_dbcc_createws
on page 87
11. Update configuration values. “Updating the sp_dbcc_updat econfi g

dbce_config table” on
page 759

max wor ker processes
dbcc naned cache
scan wor kspace

text workspace

OAM count threshold
| O error abort

I i nkage error abort

Planning resources

Selecting the appropriate device and size for dbcedb is critical to the
performance of dbcc checkstorage operations. sp_plan_dbccdb provides
configuration recommendations or facts for the specified target database
depending on whether dbccdb exists or not. You use this information to
configure Adaptive Server and set up the dbccdb database.

Examples of sp_plan_dbccdb output

If doccdb does not exist, sp_plan_dbccdb returns:
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e Minimum size for dbccdb

» Devicesthat are suitable for dbccdb

e Minimum sizes for the scan and text workspaces
e Minimum cache size

e Number of worker processes

The values recommended for the cache size are approximate because the
optimum cache size for dbccdb depends on the pattern of the page
alocationin thetarget database. The following examplefrom aserver that
uses 2K logical pages shows the output of sp_plan_dbccdb for the pubs2
database when dbccdb does not exist:

sp_pl an_dbccdb pubs2
Recomrended size for dbccdb is 4MB.
Recommended devi ces for dbccdb are:

Logi cal Device Nane Devi ce Size Physi cal Devi ce Nane

sprocdev 28672 / renot e/ SERV/ sprocs_dat
tun_dat 8192 / renot e/ SERV/ t un_dat
tun_l og 4096 / renmot e/ SERV/ t un_| og

Recommended val ues for workspace size, cache size and process count are:
dbnane scan ws text ws cache process count

pubs?2 64K 64K 640K 1

If dbccdb already exists, sp_plan_dbccdb returns:

e Minimum size for dbccdb

e Sizeof existing doccdb database

e Minimum sizes for the scan and text workspaces
e Minimum cache size

e Number of worker processes

The following example shows the output of sp_plan_dbccdb for the pubs2
database when dbccdb already exists:

sp_pl an_dbccdb pubs2
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Recommended size for dbccdb database is 23MB (data = 21MB, |og = 2MB).
dbccdb dat abase al ready exists with size 8MB.

Recommended val ues for workspace size, cache size and process count are:
dbnare scan ws text ws cache process count

pubs2 64K 48K 640K 1

If you plan to check more than one database, use the name of the largest
one for the target database. If you do not provide atarget database name,
sp_plan_dbcedb returns configuration values for all databases listed in
master..sysdatabases, as shown in the following example:

sp_pl an_dbccdb
Recommended size for dbccdb is 4MB.

dbccdb dat abase al ready exists with size 8MB.

Reconmended val ues for workspace size, cache size and process count are:

dbnane scan ws text ws cache process count
mast er 64K 64K 640K 1
t enpdb 64K 64K 640K 1
nodel 64K 64K 640K 1
sybsystenprocs 384K 112K 1280K 2
pubs?2 64K 64K 640K 1
pubs3 64K 64K 640K 1
pubt une 160K 96K 1280K 2
sybsecurity 96K 96K 1280K 2
dbccdb 112K 96K 1280K 2

For more information, see sp_plan_dbccdb in the Adaptive Server
Reference Manual.

Planning workspace size

Two workspaces are required for dbcedb: scan and text. Space
requirementsfor the workspaces depend on the size of the largest database
that will be checked. To run concurrent dbcc checkstorage operations,
you'll need to set up additional workspaces.
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Determining the slze for the largest database to be checked

Different databases can use the same workspaces. Therefore, the
workspaces must be large enough to accommodate the largest database
with which they will be used.

Note sp_plan_dbccdb suggestsworkspace sizes—the following detailsfor
determining the workspace size are provided for background information
only.

Each page in the target database is represented by one 18-byte row in the
scan workspace. Thisworkspace should be approximately 1.1 percent of
the target database size.

Every non-null text column in the target database inserts a 22-byte row in
the text workspace. If there are n non-null text columnsin the target
database, the size of the text workspace must be at least (22 * n) bytes. The
number of non-null text columnsis dynamic, so allocate enough space for
the text workspace to accommodate future demands. The minimum space
required for the text workspace is 24 pages.

Number of workspaces that can be used concurrently
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You can configure dbccdb to run dbcc checkstorage concurrently on
multiple databases. Thisis possible only when the second and subsequent
dbcc checkstorage operations have their own dedicated resources. To
perform concurrent dbcc checkstorage operations, each operation must
have its own scan and text workspaces, worker processes, and reserved
cache.

The total space requirement for workspaces depends on whether the user
databases are checked serially or concurrently. If dbcc checkstorage
operations are run serially, the largest scan and text workspaces can be
used for all user databases. If dbcc checkstorage operations are run
concurrently, then doccdb should be set to accommodate the largest
workspaces that will be used concurrently. You can determine the
workspace sizes by adding the sizes of the largest databases that will be
checked concurrently.

For more information, see “dbccdb Workspaces’ on page 87.
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Configuring Adaptive Server for dbcc checkstorage

This section provides information on configuring Adaptive Server for
dbcc checkstorage.

Configuring worker processes
The following parameters affect dbcc checkstorage:

*  maxworker processes —Set this parameter with sp_dbcc_updateconfig.
It updates the value of max worker processes in the dbcc_config table
for each target database.

»  number of worker processes — set this configuration parameter with
sp_configure. It updates the server_name.cfg file.

* memory per worker process — set this configuration parameter with
sp_configure. It updates the server_name.cfg file.

After changing the value of the sp_configure parameters, you must restart
Adaptive Server for the change to take effect. For details, see Chapter 5,
“ Setting Configuration Parameters.”

max worker processes specifiesthe maximum number of worker processes
used by dbcc checkstorage for each target database, whilenumber of worker
processes specifies the total number of worker processes supported by
Adaptive Server. Worker processes are not dedicated to running dbcc
checkstorage operations.

Set the value for number of worker processes high enough to allow for the
number of processes specified by max worker processes. A low number of
worker processes reduces the performance and resource consumption of
dbcc checkstorage. dbcc checkstorage will not use more processesthan the
number of database devices used by the database. Cache size, CPU
performance, and device sizes might suggest alower worker processes
count. If there are not enough worker processes configured for Adaptive
Server, dbcc checkstorage will not run.

maximum parallel degree and maximum scan parallel degree have no effect
on the parallel functions of dbcc checkstorage. When maximum parallel
degree isset to 1, parallelism in dbcc checkstorage is not disabled.

dbcc checkstorage requires multiple processes, so number of worker
processes must be set to at least 1 to alow for a parent process and a
worker process.
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sp_plan_dbccdb recommends values for the number of worker processes,
depending on database size, number of devices, and other factors. You can
usesmaller valuesto limit theload on your system. dbcc checkstorage may
use fewer worker processes than sp_plan_dbccdb recommends or fewer
than you configure.

Using more worker processes does not guarantee faster performance. The
following scenario describes the effects of two different configurations:

An 8GB database has 4GB of dataon disk A and 0.5GB of data on each of
thedisksB, C,D,E,F, G H, and .

With 9 worker processes active, thetimeit takes to run dbcc checkstorage
is 2 hours, which isthe timeit takes to check disk A. Each of the other 8
worker processes finishesin 15 minutes and waits for the disk A worker
process to finish.

With 2 worker processes active, thetimeit takes to run dbcc checkstorage
isstill 2 hours. Thefirst worker process processes disk A and the other
worker process processesdisksB, C, D, E, F, G H, and | Inthis case, there
is no waiting, and resources are used more efficiently.

memory per worker process specifies the total memory allocation for
worker processes support in Adaptive Server. The default valueis
adequate for dbcc checkstorage.

Setting up a named cache for dbcc
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If you use anamed cache for dbcc checkstorage, you might need to adjust
the Adaptive Server configuration parameters.

During a dbcc checkstorage operation, the workspaces are temporarily
bound to a cache which is also used to read the target database. Using a
named cache that is dedicated to dbcc minimizes the impact of the
database check on other users and improves performance. You can create
a separate cache for each dbcc checkstorage operation that will be run
concurrently, or you can create one cache that is large enough to fit the
total requirements of the concurrent operations. The size required for
optimum performance depends on the size of the target database and
distributions of datain that database. dbcc checkstorage requires a
minimum of 640K of buffers (each buffer is one extent) per worker
process in the named cache.
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For best performance, assign most of the dedicated cacheto the buffer pool
and do not partition the cache. The recommended cache sizeis the
minimum size for the bufffer pool. Add the size of the one page pool to
thisvalue.

If you dedicate a cache for dbcc checkstorage, the command does not
require more than the minimum one page buffer pool. If the cacheis
shared, you can improve the performance of dbcc checkstorage by
increasing the buffer pool size before running the operation, and reducing
the size after the operation is complete. The buffer pool requirements are
the same for ashared cache. However, while a shared cache may meet the
size requirement, other demands on the cache might limit the buffer
availability to dbcc checkstorage and greatly impact the performance of
both checkstorage and Adaptive Server as awhole.

Warning! Do not use cache partitionsin a cache being used for dbcc
checkstorage.

To configure Adaptive Server with a named cache for dbcc checkstorage
operations, use sp_cacheconfig and sp_poolconfig. See Chapter 19,
“Configuring Data Caches.”

Configuring an 8 page I/0O buffer pool

mast er _cache

dbcc checkstorage requires a l/O buffer pool of one extent. Use
sp_poolconfig to configure the pool size and verify that the pool has been
configured properly. The pool sizeis stored in the dbcc_config table.

Thefollowing exampl e showshow to use sp_poolconfig to set a16K buffer
pool for “master_cache” on aserver configured for 2K logical pages. The
named cachethat is created for the master database.

1> sp_pool config "master_cache", "1024K", "16K"
2> go
(return status = 0)

The following example shows that the buffer pool for the private cache
“master_cache” is set:

1> sp_pool config "naster_cache"

2> go
St at us Type Config Val ue Run Val ue
Active M xed 2.00 M 2.00 Mo
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Cache: nmaster_cache, Status: Active, Type: M xed
Config Size: 2.00 Mo, Run Size: 2.00 M
Config Replacenent: strict LRU, Run Repl acenent: strict LRU

IO Size Wash Size Config Size Run Size APF Per cent
2 Kb 512 Kb 0.00 M 1.00 Mo 10
16 Kb 192 Kb 1.00 Mo 1.00 Mo 10

(return status = 0)

For moreinformation on sp_poolconfig, seethe Adaptive Server Reference
Manual.

Allocating disk space for dbccdb

Additional disk storageisrequired for the dbccdb database. Because dbcc
checkstorage uses dbccdb extensively, you should place dbcecdb on a
device that is separate from other database devices.

Note Do not create dbccdb on the master device. Make sure that the log
devices and data devices for dbccdb are separate.

Segments for workspaces

By dedicating segments for workspaces, you can control the workspace
placement and improve the performance of dbcc checkstorage
performance. When you dedicate new segments for the exclusive use of
workspaces, be sure to unmap the devices attached to these segmentsfrom
the default segment with sp_dropsegment.

Creating the dbccdb database
To create the dbccdb database:

1 Runsp_plan_dbccdb in the master database to obtain
recommendations for database size, devices, workspace sizes, cache
size, and the number of worker processes for the target database. For
example, suppose you run sp_plan_dbccdb with pubs2 as the target
database when dbccdb did not exist:
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use naster

go
sp_pl an_dbccdb pubs2

go
The following output appears:

Recommended size for dbccdb is 4MB.
Recomrended devi ces for dbccdb are:

Logi cal Device Name Devi ce Size Physi cal Devi ce Nane

sprocdev 28672 / remot e/ SERV/ sprocs_dat
tun_dat 8192 / renot e/ SERV/ t un_dat
tun_Il og 4096 / renmot e/ SERV/ tun_| og

Recommended val ues for workspace size, cache size and process count are:
dbnane scan ws text ws cache process count

pubs2 64K 64K 640K 1

For details on the information provided by sp_plan_dbccdb, see
“Planning resources’ on page 749.

2 If dbccedb already exists, drop it and all associated devices before
creating a new dbccdb database:

use naster

go

if exists (select * from master. dbo. sysdat abases
where nane = "dbccdb")

begin
print "+++ Dropping the dbccdb dat abase"
drop dat abase dbccdb

end

go

3 Usediskinittoinitialize disk devices for the doccdb data and the log:

use naster

go
disk init
nane = "dbccdb_dat",
physnane = "/renote/ di sks/ masters/",
size = “4096K"
go
disk init
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nane = "dbccdb_| og",
physnane = "/renote/di sks/ masters/",
size = “1024K’

go

4 Use create database to create dbcedb on the data disk device that you

initialized in step 3:
use naster
go
creat e dat abase dbccdb

on dbccdb_dat = 6
| og on dbccdb_log = 2

go

(Optional) — add segments for the scan and text workspaces to the
dbcedb data device:

use dbccdb

go

sp_addsegnent scanseg, dbccdb, dbccdb_dat
go

sp_addsegnent textseg, dbccdb, dbccdb_dat
go

Create the tables for dbccdb and initialize the dbec_types table:
isql -Ums -P***** _jjnstall dbccdb

Theinstalldbccdb script checksfor the existence of the database before
it attemptsto create the tables. It creates only those tables that do not
already exist indbccdb. If any of the dbcedb tables become corrupted,
remove them with drop table, and then use installdbcedb to re-create
them.

7 Create and initialize the scan and text workspaces:

use dbccdb

go

sp_dbcc_createws dbccdb, scanseg, scan_pubs2,
scan, "10M'

go

sp_dbcc_createws dbccdb, textseg, text_pubs2,
text, "10M

go

When you have finished installing dbccdb, you must update the
dbcc_config table.
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Updating the dbcc_config table

Usesp_dbcc_updateconfig toinitialize the dbcc_config table for thetarget
database. You must update each dbcc parameter separately for each target
database, as shown in the following example.

use dbccdb

go

sp_dbcc_updat econfi g pubs2, "max worker processes", "4"
go

sp_dbcc_updat econfi g pubs2, "dbcc nanmed cache", pubs2_cache, "10K"
go

sp_dbcc_updat econfi g pubs2, "scan workspace", scan_pubs2
go

sp_dbcc_updat econfi g pubs2, "text workspace", text_pubs2
go

sp_dbcc_updat econfi g pubs2, "OAM count threshold", "5"
go

sp_dbcc_updat econfig pubs2, "1O error abort™, "3"

go

sp_dbcc_updat econfig pubs2,"linkage error abort", "8"

go

You can now use dbcc checkstorage to check your databases. For
descriptions of the dbcc parameters, see type code values 1 through 9in
“dbcc_types’ on page 82.

Maintaining dbccdb
You will occasionally need to perform maintenance tasks on dbccdb.
¢ Reevauate and update the configuration using:

e sp_dbcc_evaluatedb — recommends values for configuration
parameters using the results of previous dbcc checkstorage
operations.

759



Maintaining dbccdb

e sp_dbcc_updateconfig — updates the configuration parametersfor
the specified database.

e Clean up obsolete data in dbccdb:

e sp_dbcc_deletedb — deletes all the information on the specified
database from dbccdb.

* sp_dbcc_deletehistory — deletes the results of the dbcc
checkstorage operations on the specified database from dbccdb.

*  Remove unnecessary workspaces.
»  Perform consistency checks on dbccdb itself.

The following sections describe the maintenance tasks in greater detail.

Reevaluating and updating dbccdb configuration

760

If the characteristics of user databases change, use sp_dbcc_evaluatedb to
reevaluate the current dbcedb configuration and recommend more suitable
values.

The following changes to user databases might affect the dbccdb
configuration, as follows:

e When auser database is created, deleted or altered, the size of the
workspaces and named cache, or the number of worker threads stored
in the dbcc_config table might be affected.

«  Changesin the named cache size or worker process count for
dbcc_checkstorage may require you to reconfigure buffer cache and
worker processes.

If the results of dbcc checkstorage operations are available for the target
database, use sp_dbcc_evaluatedb to determine new configuration values.
sp_dbcc_configreport also reports the configuration parameters for the
specified database.

Use sp_dbcc_updateconfig to add new databases to the dbcc_config table
and to change the configuration valuesin dbcc_config to reflect the values
recommended by sp_dbcc_evaluatedb.



CHAPTER 25 Checking Database Consistency

Cleaning up dbccdb

Adaptive Server stores data generated by dbcc checkstorage in dbccdb.
You should periodically clean up doccdb by using sp_dbcc_deletehistory to
delete data for the target database that was created before the date you
specify.

When you delete a database, you should also delete from dbccdb all
configuration information and dbcc checkstorage results related to that
database. Use sp_dbcc_deletedb to delete all database information from
dbccdb.

Removing workspaces
You may need to remove unnecessary workspaces. In dbccdb, issue:

drop tabl e workspace_nane

Performing consistency checks on dbccdb

The limited update activity in the dbccdb tables should make corruption
less frequent. Two signs of corruption in dbccdb are:

e Failure of dbcc checkstorage during the initialization phase, as it
evaluates the work that needs to be performed, or during the
completion phase, when it records its results

e Lossof information about faults resulting from corruption in the
recorded faults, found by dbcc checkstorage

A severe corruption in dbcedb may cause dbcc checkstorage to fail. For
dbcc checkstorage to locate severe corruptions in docedb, you can create
an alternate database, dbccalt, which you use only for checking dbccdb.
Create dbccalt using the same process that you used to create dbccdb as
described in “Preparing to use dbcc checkstorage” on page 748.

If no free devices are available for dbccalt, you can use any devicethat is
not used by the master database or dbccdb.
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dbcc checkstorage and the dbcc system procedures function the same with
dbccalt as they do with dbccdb. When the target database is dbcedb, dbee
checkstorage uses dbccalt, if it exists. If dbccalt does not exist, doccdb can
be checked using itself asthe management database. If the target database
isdbccdb and dbccalt exists, the results of dbcc checkstorage operations on
dbcedb are stored in dbccalt. If dbccalt does not exit, the results are stored
in dbccdb itself.

Alternatively, dbcc checkalloc and dbce checktable can be used to check
dbccdb.

If dbccdb becomes corrupted, you can drop it and re-createit or load an
older version from a backup. If you drop it, some of its diagnostic history
will belost.

Generating reports from dbccdb

Several dbcc stored procedures are provided with dbccdb so that you can
generate reports from the data in dbccdb.

To report a summary of dbcc checkstorage operations

DBCC Operation :

Dat abase Nane

User Nane

sybsyst enmpr ocs
0
sa
sybsyst enpr ocs

sp_dbcc_summaryreport reportsall dbcc checkstorage operationsthat were
completed for the specified database on or before the specified date. The
following example shows output from this command:

sp_dbcc_sunmar yr eport

checkst or age

Start tinme End Ti e Qperation ID
Hard Faults Soft Faults Text Columms Abort Count
05/ 12/ 1997 10:54:45 10:54:53 1
0 0
05/12/ 1997 11:14:10 11:14:19 2
0 0

0
sa
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For details, see Chapter 27, “dbcc Stored Procedures,” in the Adaptive

Server Reference Manual.

To report configuration, statistics and fault information

sp_dbcc_fullreport runs these reports in the order shown:

»  sp_dbcc_summaryreport —for an example, see “To report a summary
of dbcc checkstorage operations’ on page 762.

» sp_dbcc_configreport —for an example, see “ To see configuration
information for a target database” on page 763.

»  sp_dbcc_statisticsreport — for an example, see “To report statistics
information from dbcc_counter” on page 765.

*  sp_dbcc_faultreport short—for an example, see“ To report faultsfound

in a database object” on page 764.

To see configuration information for a target database

Use sp_dbcc_configreport to generate a report of the configuration
information for atarget database. The following example shows output

from this command:

sp_dbcc_confi greport

Reporting configuration infornmati on of database sybsystenprocs.

Par amet er Narme Val ue

dat abase nane sybsyst enprocs

dbcc nanmed cache default data cache

text workspace textws_001 (id = 544004969)
scan wor kspace scanws_001 (id = 512004855)
max wor ker processes 1

operati on sequence nunber 2

Si ze

51200K
1024K
128K
1024K
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To compare results of dbcc checkstorage operations

sp_dbcc_differentialreport compares the results of the dbcc checkstorage
operations completed for the specified database object on the specified
dates. The following example shows output from this command:

sp_dbcc_differentialreport master, sysprocedures,
checkst orage, "01/01/96", "01/02/96"

The fol | owi ng changes in dbcc counter values for the object "sysprocedures” in
dat abase master have been noticed between 01/01/96 and 01/ 02/ 96.

Description Dat el Dat e2
pages used 999 1020
pages reserved 1000 1024
page extent gaps 64 67

To report faults found in a database object

sp_dbcc_faultreport reports faults in the specified database object that
occurred on or before the specified date. You can generate a short or long
report. The following example shows a short report:

sp_dbcc_faultreport 'short’

Dat abase Nane : sybsystenprocs

Tabl e Nane Index Type Code Description Page Nunber
sysprocedur es 0 100031 page not all ocated 5702
sysprocedur es 1 100031 page not all ocated 14151
sysl ogs 0 100022 chain start error 24315
sysl ogs 0 100031 page not all ocated 24315

The following example shows part of the output of along report for the
sybsystemprocs database. The complete report repeats the information for
each object in the target database.

sp_dbcc_faultreport 'long’
Cenerating 'Fault Report’ for object sysprocedures in database sybsystenprocs.
Type Code: 100031; Soft fault, possibly spurious

Page reached by the chain is not allocated.
page id: 14151
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page header:
0x00003747000037880000374600000005000648B803EF0001000103FE0080000F

Header for 14151, next 14216, previous 14150, id = 5:1
time stanp = 0x0001000648B8, next row = 1007, level =0
free offset = 1022, minlen = 15, status = 128(0x0080)

To report statistics information from dbcc_counter

sp_dbcc_statisticsreport reports statistics information from the
dbcc_counter table generated by dbcc checkstorage on or before the
specified date. The following example shows output from this command:

sp_dbcc_stati sticsreport
' sysobj ect s’

" sybsyst enmprocs’,

Statistics Report on object sysobjects in database sybsystenprocs

Par anet er Nane I ndex |d Val ue

count 0 160. 0

max size 0 99.0

max count 0 16.0

bytes data 0 12829.0

byt es used 0 15228. 0

count 1 16.0

max size 1 9.0

max | evel 1 0.0

max count 1 16.0

bytes data 1 64.0

byt es used 1 176.0

count 2 166. 0

max | evel 2 1.0

max size 2 39.0

max count 2 48.0

bytes data 2 3092.0

byt es used 2 4988. 0

Par anet er Nane Index Id Partition Val ue Dev_nane
page gaps 0 1 16.0 mast er
pages used 0 1 17.0 mast er
extents used 0 1 3.0 nmast er
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overfl ow pages
pages over head
pages reserved

page extent gaps

ws buffer crosses
page extent crosses
page gaps

pages used

extents used
overfl ow pages
pages over head
pages reserved

page extent gaps

ws buffer crosses
page extent crosses
page gaps

pages used

extents used
overfl ow pages
pages over head
pages reserved

page extent gaps

ws buffer crosses
page extent crosses
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CHAPTER 26

Developing a Backup and
Recovery Plan

This chapter provides information to help you devel op a backup and
recovery plan. Thefirst part of this chapter provides an overview of
Adaptive Server's backup and recovery processes. The second part of this
chapter discusses the backup and recovery issuesthat you should address
before you begin using your system for production.

Topic Page
Keeping track of database changes 768
Synchronizing a database and its log: checkpoints 769
Automatic recovery after a system failure or shutdown | 772
User-defined database recovery order 773
Fault isolation during recovery 775
Using the dump and load commands 785
Suspending and resuming updates to databases 794
Designating responsibility for backups 806
Using the Backup Server for backup and recovery 806
Starting and stopping Backup Server 811
Configuring your server for remote access 811
Choosing backup media 812
Creating logical device namesfor local dump devices | 813
Scheduling backups of user databases 814
Scheduling backups of master 816
Scheduling backups of the model database 818
Scheduling backups of the sybsystemprocs database 819
Configuring Adaptive Server for simultaneousloads | 820
Gathering backup statistics 820

Adaptive Server has automatic recovery procedures that protect you
from power outages and computer failures. To protect yourself against
media failure, you must make regular and frequent backups of your
databases.
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Keeping track of database changes

Adaptive Server uses transactions to keep track of all database changes.
Transactions are Adaptive Server’s units of work. A transaction consists
of one or more Transact-SQL statements that succeed—or fail—as a unit.

Each SQL statement that modifies datais considered atransaction. Users
can also define transactions by enclosing a series of statements within a
begin transaction...end transaction block. For more information about
transactions, seeChapter 18, “Transactions: Maintaining Data
Consistency and Recovery,” in the Transact-SQL User’s Guide.

Each database hasits own transaction log, the system table syslogs. The
transaction |og automatically recordsevery transaction i ssued by each user
of the database. You cannot turn off transaction logging.

The transaction log is awrite-ahead log. When a user issues a statement
that will modify the database, Adaptive Server writes the changes to the
log. After all changes for a statement have been recorded in the log, they
are written to an in-cache copy of the data page. The data page remainsin
cache until the memory is needed for another database page. At that time,
it iswritten to disk.

If any statement in atransaction fails to complete, Adaptive Server
reverses all changes made by the transaction. Adaptive Server writes an
“end transaction” record to thelog at the end of each transaction, recording
the status (success or failure) of the transaction.

Getting information about the transaction log
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Thetransaction log contai ns enough information about each transaction to
ensurethat it can berecovered. Usethe dump transaction command to copy
the information it contains to tape or disk. Use sp_spaceused syslogs to
check the size of thelog, or sp_helpsegment logsegment to check the space
available for log growth.

Warning! Never use insert, update, or delete commands to modify
syslogs.
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Synchronizing a database and its log: checkpoints

A checkpoint writes al dirty pages—pages that have been modified in
memory, but not on disk, since the last checkpoint—to the database
device. Adaptive Server's automatic checkpoint mechanism guarantees
that data pages changed by completed transactions are regularly written
from the memory cache to the database device. Synchronizing the
database and its transaction log shortens the time it takes to recover the
database after a system crash.

Setting the recovery interval

Typically, automatic recovery takes from afew seconds to a few minutes
per database. The time varies, depending on the size of the database, the
size of the transaction log, and the number and size of the transactions that
must be committed or rolled back.

Usesp_configurewith therecovery interval in minutes parameter to specify,
the maximum permissible recovery time. Adaptive Server runs automatic
checkpoints often enough to recover the database within that period of
time.

sp_configure "recovery interval in mnutes"”

The default value, 5, allows recovery within 5 minutes per database. To
change the recovery interval to 3 minutes, use:

sp_configure "recovery interval in mnutes", 3

Note Therecovery interval has no effect on long-running, minimally
logged transactions (such as create index) that are active at the time
Adaptive Server fails. It may take as much time to reverse these
transactions as it took to run them. To avoid lengthy delays, dump each
database immediately after you create an index on one of its tables.

769



Synchronizing a database and its log: checkpoints

Automatic checkpoint procedure

spid status

1 running

2 sl eeping
3 sl eeping
4 sl eeping
5 sl eeping

Approximately once a minute, the checkpoint task checks each database
on the server to see how many records have been added to the transaction
log since the last checkpoint. If the server estimatesthat the time required
to recover these transactionsis greater than the database's recovery
interval, Adaptive Server issues a checkpoint.

The modified pages are written from cache onto the database devices, and
the checkpoint event is recorded in the transaction log. Then, the
checkpoint task “sleeps’ for another minute.

To seethe checkpoint task, execute sp_who. The checkpoint task isusually
displayed as “CHECKPOINT SLEEP” in the “cmd” column:

| ogi nare host name bl k dbnane cnd

sa

NULL
NULL
NULL
NULL

0 mast er SELECT

0 mast er NETWORK HANDLER
0 master M RROR HANDLER

0 mast er HOUSEKEEPER

0 mast er CHECKPO NT SLEEP

Checkpoint after user database upgrade

Adaptive Server inserts a checkpoint record immediately after upgrading
auser database. Adaptive Server uses thisrecord to ensure that a dump
database occurs before adump transaction occurs on the upgraded
database.

Truncating the log after automatic checkpoints

System Administrators can truncate the transaction log when Adaptive
Server performs an automatic checkpoint.

To set the trunc log on chkpt database option, which will truncate the
transaction log if it consists of 50 or more rows when an automatic
checkpoint occurs, execute this command from the master database:

sp_dbopti on dat abase_name, "trunc |l og on chkpt", true
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Thisoptionisnot suitablefor production environments because it does not
make a copy of the transaction log before truncating it. Use trunc log on
chkpt only for:
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Free checkpoints

¢ Databases whose transaction logs cannot be backed up because they
are not on a separate segment

e Test databases for which current backups are not important

Note If you leave the trunc log on chkpt option set to off (the default
condition), the transaction log continues to grow until you truncate it
with the dump transaction command.

To protect your log from running out of space, you should design your last-
chance threshold procedure to dump the transaction log. For more
information about threshold procedures, see Chapter 29, “Managing Free
Space with Thresholds.”

When Adaptive Server has no user tasks to process, a housekeeper task
automatically beginswriting dirty buffersto disk. If the housekeeper task
isableto flush al active buffer poolsin all configured caches, it wakes up
the checkpoint task. The checkpoint task determines whether it needs to
perform a checkpoint on the database.

Checkpoints that occur as aresult of the housekeeper task are known as
free checkpoints. They do not involve writing many dirty pagesto the
database device, since the housekeeper task has already done this work.
They may result in a shorter recovery time for the database.

For information about tuning the housekeeper task, see Chapter 3, “Using
Engines and CPUs,” in the Performance and Tuning Guide.

Manually requesting a checkpoint

Database Owners can issue the checkpoint command to force all modified
pagesin memory to bewritten to disk. Manual checkpointsdo not truncate
the log, even if the trunc log on chkpt option of sp_dboption isturned on.

Use the checkpoint command:

e Asaprecautionary measurein specia circumstances—for example,
just before a planned shutdown with nowait so that Adaptive Server’'s
recovery mechanisms will occur within the recovery interval. (An
ordinary shutdown performs a checkpoint.)
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e To cause achange in database options to take effect after executing
the sp_dboption system procedure. (After you run sp_dboption, an
informational message reminds you to run checkpoint.)

Automatic recovery after a system failure or shutdown
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Eachtimeyou restart Adaptive Server—for example, after apower failure,
an operating system failure, or the use of the shutdown command—it
automatically performs a set of recovery procedures on each database.

The recovery mechanism compares each database to its transaction log. If
thelog record for aparticular changeis more recent than the data page, the
recovery mechanism reapplies the change from the transaction log. If a
transaction was ongoing at thetime of thefailure, the recovery mechanism
reverses all changes that were made by the transaction.

When you boot Adaptive Server, it performs database recovery in this
order:

Recovers master

Recovers sybsystemprocs
Recovers model

Creates tempdb (by copying model)
Recovers sybsystemdb

Recovers sybsecurity

N O o AW N P

Recovers user databases, in order by sysdatabases.dbid, or according
to the order specified by sp_dbrecovery_order. See below for more
information about sp_dbrecovery_order.

Users can log into Adaptive Server as soon as the system databases have
been recovered, but they cannot access other databases until they have
been recovered.
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Determining whether messages are displayed during recovery

The configuration variable print recovery information determines whether
Adaptive Server displays detailed messages about each transaction on the
console screen during recovery. By default, these messages are not

displayed. To display messages, use:

sp_configure "print recovery information", 1

User-defined database recovery order

sp_dbrecovery_order allows you to determine the order in which
individual user databases recover. This makesit possible to assign a
recovery order in which, for example, critical databases recover before
lower-priority databases.

Important features of recovery order are:

System databases are recovered first, in this order:

*  master
J model
e tempdb

* sybsystemdb
*  sybsecurity
*  sybsystemprocs

All other databases are considered user databases, and you can specify
their recovery order.

You can use sp_dbrecovery_order to specify the recovery order of
user-databases and to list the user-defined recovery order of an
individual database or of all databases.

User databases that are not explicitly assigned a recovery order with
sp_dbrecovery_order are recovered according to their database ID,
after all the databases that have a user-defined recovery order.

If you do not use sp_dbrecovery_order to assign any databases a
recovery order, user databases are recovered in order of database ID.
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Using sp_dbrecovery_order

To use sp_dbrecovery_order to enter or modify a user-defined recovery
order, you must be in the master database and have System Administrator
privileges. Any user, in any database, can use sp_dbrecovery_order to list
the user-defined recovery order of databases.

The syntax for sp_dbrecovery_order is:

sp_dbrecovery_order
[database_name [, rec_order [, force]]]

where database_nameisthe name of the user database to which you want
toassign arecovery order, and rec_order istheorder in which the database
isto be recovered.

Recovery order must be consecutive, starting with 1. You cannot assign a
recovery sequence of 1, 2, 4, with the intention of assigning a recovery
order of 3 to another database at alater time.

Toinsert adatabase into a user-defined recovery sequence without putting
it at the end, enter rec_order and specify force. For example, if databases
A, B, and C have a user-defined recovery order of 1, 2, 3, and you want to
insert the pubs2 database as the second user database to recover, enter:

sp_dbrecovery_order pubs2, 2, force

This command assigns arecovery order of 3 to database B and arecovery
order of 4 to database C.

Changing or deleting the recovery position of a database
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To change the position of adatabase in a user-defined recovery sequence,
delete the database from the recovery sequence and then insert it in the
position you want it to occupy. If the new position is not at the end of the
recovery order, use the force option.

To delete adatabase from arecovery sequence, specify arecovery order of
-1.

For example, to move the pubs2 database from recovery position 2 to
recovery position 1, delete the database from the recovery sequence and
then reassign it arecovery order as follows:

sp_dbrecovery_order pubs2, -1
sp_dbrecovery_order pubs2, 1, "force"
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Listing the user-assigned recovery order of databases

To list the recovery order of all databases assigned a recovery order, use;
sp_dbrecovery_order

This generates output similar to:

The foll owi ng dat abases have user specified recovery order:

Recovery Order Database Nane Dat abase |d
1 8
2 5
3 6
4 7
The rest of the databases will be recovered in default database id order.

To display the recovery order of a specific database, enter the database
name:

1> sp_dbrecovery_order pubs2

2> go

Dat abase Nane Dat abase i d Recovery Order

Fault isolation during recovery

The recovery procedures, known simply as “recovery,” rebuild the
server’s databases from the transaction logs. The following situations
cause recovery to run:

e Adaptive Server start-up
¢ Use of the load database command
¢ Useof theload transaction command

The recovery isolation mode setting controls how recovery behaves when
it detects corrupt data while reversing or reapplying atransactionin a
database.

If anindex is marked as suspect, the System Administrator can repair this
by dropping and re-creating the index.

Recovery fault isolation provides the ahility to:
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«  Configure whether an entire database or just the suspect pages
become inaccessible when recovery detects corruption

«  Configure whether an entire database with suspect pages comes
onlinein read_only mode or whether the online pages are accessible
for modification

e List databases that have suspect pages

«  List the suspect pages in a specified database by page ID, index ID,
and object name

e Bring suspect pages online for the System Administrator while they
are being repaired

e Bring suspect pagesonlinefor all database users after they have been
repaired

The ability to isolate only the suspect pages while bringing the rest of the
database online providesagreater degree of flexibility in dealing with data
corruption. You can diagnose problems, and sometimes correct them,
while most of the database is accessibleto users. You can assess the extent
of the damage and schedul e emergency repairs or reload for a convenient
time.

Recovery fault isolation applies only to user databases. Recovery aways
takes a system database entirely offlineif it has any corrupt pages. You
cannot recover a system database until you have repaired or removed all
of its corrupt pages.

Persistence of offline pages

Suspect pages that you have taken offline remain offline when you reboot
the server. Information about offline pagesis stored in
master.dbo.sysattributes.

Use the drop database and load database commands to clear entries for
suspect pages from master.dbo.sysattributes.

Configuring recovery fault isolation

When Adaptive Server isinstalled, the default recovery isolation modeis
“databases,” which marks a database as suspect and takes the entire
database offline if it detects any corrupt pages.
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Isolating suspect pages

To isolate the suspect pages so that only they are taken offline, while the
rest of the database remains accessible to users, use the
sp_setsuspect_granularity to set the recovery isolation mode to “page.”
Thismode will be in effect the next time that recovery is performed in the
database.

The syntax for sp_setsuspect_granularity is:

Sp_setsuspect_granularity
[dbname [,{"database" | "page"} [, "read_only"]]]

With the dbname and either database or page as the second argument,
sp_setsuspect_granularity sets the recovery isolation mode.

Without the database or page argument, sp_setsuspect_granularity
displays the current and configured recovery isolation mode settings for
the specified database. Without any arguments, it displays those settings
for the current database.

If corruption cannot be isolated to a specific page, recovery marksthe
entire database as suspect, even if you set the recovery isolation mode to
“page.” For example, a corrupt transaction log or the unavailability of a
global resource causes thisto occur.

When recovery marks specific pages as suspect, the default behavior isfor
the database to be accessible for reading and writing with the suspect
pages offline and therefore inaccessible. However, if you specify the
read_only option to sp_setsuspect_granularity, and recovery marks any
pages as suspect, the entire database comes online in read_only mode and
cannot be modified. If you prefer theread_only option, but in certain cases
you are comfortable allowing users to modify the non-suspect pages, you
can make the online portion of the database writable with sp_dboption:

sp_dboption pubs2, "read only", false

In this case, the suspect pagesremain offline until you repair them or force
them, as described in “Bringing offline pages online” on page 779.

Raising the number of suspect pages allowed

The suspect escalation threshold is the number of suspect pages at which
recovery marks an entire database suspect, even if the recovery isolation
modeis“page.” By default, it is set to 20 pages in asingle database. You
can use sp_setsuspect_threshold to change the suspect escalation
threshold.
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The syntax for sp_setsuspect_threshold is:
sp_setsuspect_threshold [dbname [,threshold]]

With the dbname and threshold arguments, sp_setsuspect_threshold
displays the current and configured suspect escal ation threshold settings
for the specified database. Without any arguments, it displays these
settings for the current database.

You configurerecovery fault isolation and the suspect escal ation threshold
at the database level.

You cannot execute sp_setsuspect_granularity or sp_setsuspect_threshold
inside a transaction.

You must have the sa_role and be in the master database to set valueswith
sp_setsuspect_granularity and sp_setsuspect_threshold. Any user can
execute these procedures with only the name of the database as an
argument to display the values configured for that database, asillustrated
below:

sp_setsuspect _granul arity pubs2
DB Name Cur. Suspect Gran. Cfg. Suspect Gran. Online node

pubs2 page page read/ wite
sp_set suspect _threshol d pubs2

DB Nane Cur. Suspect threshold Cfg. Suspect threshold
pubs2 20 30

This example shows that the recovery isolation mode for the pubs2
database was “page”’ and the escalation threshold was 20 the last time
recovery ran on this database (the current suspect threshold values). The
next time recovery runs on this database, the recovery isol ation mode will
be “page”’ and the escalation threshold will be 30 (the configured values).

With no arguments, sp_setsuspect_granularity and
sp_setsuspect_threshold display the current and configured settingsfor the
current database, if it is auser database.

Getting information about offline databases and pages

To see which databases have offline pages, use sp_listsuspect_db. The
syntax is:

sp_listsuspect_db

778



CHAPTER 26 Developing a Backup and Recovery Plan

The following example displays general information about the suspect
pages:

sp_listsuspect _db
The database 'dbt1l has 3 suspect pages belonging to 2 objects.
(return status = 0)

To get detailed information about the individual offline pages, use
sp_listsuspect_page. The syntax is:

sp_listsuspect_page [dbname]

If you don't specify the doname, the defaultsis the current database. The
following example shows the detailed page-level output of
sp_listsuspect_page in the dbt1 database.

sp_listsuspect _page dbt1l

DBName Pagei d hj ect I ndex Access
dbt 1 384 tabl 0 BLOCK ALL
dbt 1 390 tabl 0 BLOCK ALL
dbt 1 416 tabl 1 SA O\NLY

(3 rows affected, return status = 0)

If thevaluein the “Access’ column is SA_ONLY, the suspect pageis 1,
the suspect page is accessible to users with the sa_role. If it is
BLOCK_ALL, no one can access the page.

Any user can run sp_listsuspect_db and sp_listsuspect_page from any
database.

Bringing offline pages online

To make al the offline pages in a database accessible, use
sp_forceonline_db. The syntax is:

sp_forceonline_db dbname,
{"sa_on" | "sa_off" | "all_users"}

To make an individual offline page accessible, use sp_forceonline_page.
The syntax is:

sp_forceonline_page dbname, pgid
{"sa_on" | "sa_off" | "all_users"}

With both of these procedures, you specify the type of access.
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“sa_on” makes the suspect page or database accessible only to users
with the sa_role. Thisisuseful for repairing the suspect pages and
testing the repairs while the database is up and running, without
allowing normal users accessto the suspect pages. You can also useit
to perform a dump database or a dump transaction with no_log on a
database with suspect pages, which would be prohibited if the pages
were offline.

“sa_off” blocks access to all users, including System Administrators.
This reverses aprevious sp_forceonline_db or sp_forceonline_page
with “sa_on.”

“all_users” brings offline pagesonlinefor all usersafter the pageshave
been repaired.

Unlike bringing suspect pages online with “sa_on” and then making
them offline again with “sa_off,” when you use sp_forceonline_page
or sp_forceonline_db to bring pages online for “all users,” this action
cannot be reversed. There is no way to make the online pages offline

again.

Warning! Adaptive Server does not perform any checks on pages
being brought online. It is your responsibility to ensure that pages
being brought online have been repaired.

You cannot execute sp_forceonline_db or sp_forceonline_page inside a
transaction.

You must have the sa_role and be in the master database to execute
sp_forceonline_db and sp_forceonline_page.

Index-level fault isolation for data-only-locked tables

When pages of anindex for adata-only-locked table are marked as suspect
during recovery, the entire index is taken offline. Two system procedures
manage offline indexes:
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sp_forceonline_object
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In most cases, a System Administrator uses sp_forceonline_object to make
a suspect index available only to those with the sa_role. If theindex ison
auser table, you can repair the suspect index by dropping and re-creating
the index.

See the Adaptive Server Reference Manual for more information about
sp_listsuspect_objec and sp_forceonline_object.

Side effects of offline pages
The following restrictions apply to databases with offline pages:

Transactions that need offline data, either directly or indirectly (for
example, because of referential integrity constraints), fail and
generate a message.

You cannot use dump database when any part of the database is
offline.

A System Administrator can force the offline pages online using
sp_forceonline_db with “sa_on,” dump the database, and then use
sp_forceonline_db with “sa_off” after the dump completes.

You cannot use dump transaction with no_log or dump transaction with
truncate_only if any part of adatabaseis offline.

A System Administrator can force the offline pages online using
sp_forceonline_db with “sa_on,”, dump the transaction log using with
no_log, and then use sp_forceonline_db with “sa_off” after the dump
completes.

If youwant to drop atable or index containing offline pages, you must
use atransaction in the master database. Otherwise, the drop will fail
because it needs to delete entries for the suspect pages from
master.dbo.sysattributes. The following example drops the object and
deletes information about its offline pages from
master.dbo.sysattributes.

To drop an index named authors_au_id_ind, which contains suspect
pages, from the pubs2 database, drop the index inside a master
database transaction as follows:

use naster

go
sp_dboption pubs2, "ddl in tran", true

go
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use pubs2

go

checkpoi nt

go

begi n transaction

drop index authors.au_id_ind
comm t

go

use naster

go

sp_dboption pubs2, "ddl in tran", false
go

use pubs2

go

checkpoi nt

go

Recovery strategies using recovery fault isolation

There are two major strategies for returning a database with suspect pages
to aconsistent state while users are accessing it: reload and repair.

Reload strategy
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Both strategies require:

A clean database dump

A series of reliabletransaction log dumps up to the point at which the
database is recovered with suspect pages

A transaction log dump to adevice immediately after the databaseis
recovered to capture changes to the offline pages

Continuous transaction log dumpsto devices while userswork in the
partially offline database

Reloading involves restoring a clean database from backups. When
convenient, load the most recent clean database dump, and apply the
transaction logs to restore the database.

load database clears the suspect page information from the
master.dbo.sysdatabases and master.dbo.sysattributes system tables.

When the restored database is online, dump the database immediately.
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Figure 26-1 illustrates the strategy used to rel oad databases.
Figure 26-1: Reload strategy
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Repair strategy

Database Fully Online

Database Partially Online

Database Fully Online

\
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Therepair strategy involvesrepairing the corrupt pageswhilethe database
is partially offline. You diagnose and repair problems using known
methods, including dbcc commands, running queries with known results
against the suspect pages, and calling Sybase Technical Support, if
necessary. Repairing damage can also include dropping and re-creating
objects that contain suspect pages.

You can either use sp_forceonline_page to bring offline pages online
individually, as they are repaired, or wait until all the offline pages are
repaired and bring them online all at once with sp_forceonline_db.

Therepair strategy does not require taking the entire database offline.
Figure 26-2 illustrates the strategy used to repair corrupt pages.

Figure 26-2: Repair strategy

Clean Database Dump

Dump Transaction #1

Server Reboot
Recovery Runs/Finds Suspect Pages
Recovery Completes

Begin Analyzing Problem/Repairing Damage
Dump Transaction #2

Time

Dump Transaction #3

Dump Transaction #4

Complete Repairing Damage
Force Pages Online

Dump Database




CHAPTER 26 Developing a Backup and Recovery Plan

Assessing the extent of corruption

Using the dump

You can sometimes use recovery fault isolation to assess the extent of
corruption by forcing recovery to run and examining the number of pages
marked suspect and the objects to which they belong.

For example, if users report problemsin a particular database, set the
recovery isolation mode to “page,” and force recovery by restarting
Adaptive Server. When recovery completes, use sp_listsuspect_db or
sp_listsuspect_page to determine how many pages are suspect and which
database objects are affected.

If the entire database is marked suspect and you receive the message:

Reached suspect threshold '%d’ for database '%*s’.
I ncrease suspect threshold using
sp_set suspect _t hreshol d.

use sp_setsuspect_threshold to raise the suspect escalation threshold and
force recovery to run again. Each time you get this message, you can raise
the threshold and run recovery until the database comes online. If you do
not get this message, the corruption is not isolated to specific pages, in
which case this strategy for determining the number of suspect pages will
not work.

and load commands

In case of mediafailure, such as a disk crash, you can restore your
databases if—and only if—you have regul ar backups of the databases and
their transaction logs. Full recovery depends on the regular use of the
dump database and dump transaction commands to back up databases and
the load database and load transaction commands to restore them. These
commands are described briefly below and more fully in Chapter 27,
“Backing Up and Restoring User Databases,” and Chapter 28, “Restoring
the System Databases.”

Warning! Never use operating system copy commandsto copy adatabase
device. Loading the copy into Adaptive Server causes massive database
corruption.
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The dump commands can complete successfully even if your database is
corrupt. Before you back up a database, use the dbcc commands to check
its consistency. See Chapter 25, “ Checking Database Consistency,” for
more information.

Warning! If you dump directly to tape, do not store any other typesof files
(UNIX backups, tar files, and so on) on that tape. Doing so can invalidate
the Sybase dump files. However, if you dump to a UNIX file system, the
resulting files can be archived to a tape.

Making routine database dumps: dump database

The dump database command makes a copy of the entire database,
including both the data and the transaction log. dump database does not
truncate the log.

dump database allows dynamic dumps. Users can continue to make
changes to the database while the dump takes place. This makes it
convenient to back up databases on aregular basis.

dump database executesin three phases. A progress message informsyou
when each phase completes. When the dump is finished, it reflects all
changes that were made during its execution, except for those initiated
during phase 3.

Making routine transaction log dumps: dump transaction
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Use the dump transaction command (or its abbreviation, dump tran) to
make routine backups of your transaction log. dump transaction is similar
totheincremental backups provided by many operating systems. It copies
thetransaction log, providing arecord of any database changes made since
the last database or transaction log dump. After dump transaction has
copied the log, it truncates the inactive portion.

dump transaction takes less time and storage space than afull database
backup, and it is usually run more often. Users can continue to make
changesto the database while the dump istaking place. You can run dump
transaction only if the database stores its log on a separate segment.
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After amediafailure, use the with no_truncate option of dump transaction
to back up your transaction log. This provides arecord of the transaction
log up to the time of the failure.

Copying the log after device failure: dump tran with no_truncate

If your data device fails and the database is inaccessible, use the with
no_truncate option of dump transaction to get a current copy of the log.
This option does not truncate the log. You can useit only if the transaction
log is on a separate segment and the master database is accessible.

Restoring the entire database: load database

Use the load database command to |oad the backup created with dump

database. You can load the dump into a preexisting database or create a
new database with the for load option. When you create a new database,
allocate at least as much space as was allocated to the original database.

Warning! You cannot |oad a dump that was made on a different platform
or generated on pre-version 10.0 SQL Server. If the database you are
loading includes tables that contain the primary keys for tablesin other
databases, you must load the dump into a database with the same database
name as the one dumped.

The load database command sets the database status to “offline.” This
means you do not have to use the no chkpt on recovery, dbo use only, and
read only options of sp_dboption before you |oad a database. However, no
one can use a database during the database |oad and subsequent
transaction log loads. To make the database accessible to users, issue the
online database command.

After the database is |oaded, Adaptive Server may need to:

e “Zero” al unused pages, if the database being loaded into is larger
than the dumped database.

»  Complete recovery, applying transaction log changes to the data.
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Depending on the number of unallocated pages or long transactions, this
can take afew seconds or many hoursfor avery large database. Adaptive
Server issues messages that it is“zero-ing” pages or has begun recovery.
These messages are normally buffered; to see them, issue:

set flushnessage on

Applying changes to the database: load transaction

After you have loaded the database, use the load transaction command (or
its abbreviation, load tran) to load each transaction log dump in the order
in which it was made. This process reconstructs the database by re-
executing the changes recorded in the transaction log. If necessary, you
can recover a database by rolling it forward to a particular time in its
transaction log, using the until_time option of load transaction.

Users cannot make changesto the database between the load database and
load transaction commands, dueto the“ offline” status set by load database.

You can load only the transaction log dumps that are at the same release
level as the associated database.

When the entire sequence of transaction log dumps has been loaded, the
database reflects all transactions that had committed at the time of the last
transaction log dump.

Making the database available to users: online database
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When theload sequence compl etes, changethe database statusto “ online,”
to makeit availableto users. A database |oaded by load database remains
inaccessible until you issue the online database command is issued.

Before you issue this command, be sure you have loaded all required
transaction logs.
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Moving a database to another Adaptive Server

You can use dump database and load database to move a database from
one Adaptive Server to another, as long as both Adaptive Servers run on
the same hardware and software platform. However, you must ensure that
the device alocations on the target Adaptive Server match those on the
original. Otherwise, system and user-defined segmentsin the new
database will not match thosein the original database.

To preserve device allocations when loading a database dump into a new
Adaptive Server, use the same instructions as for recovering a user
database from afailed device. See “ Examining the space usage” on page
875 for more information.

Also, follow these general guidelines when moving system databases to
different devices:

¢ Before moving the master database, always unmirror the master
device. If you do not, Adaptive Server will try to use the old mirror
devicefile when you start Adaptive Server with the new device.

¢ When moving the master database, use a new devicethat is the same
size asthe original to avoid alocation errorsin sysdevices.

¢ To move the sybsecurity database, place the new database in single-
user mode before loading the old datainto it.

Upgrading a user database

You can load dumps into the current rel ease of Adaptive Server from any
version of Adaptive Server that isat version 10.0 and later. The loaded
database is not upgraded until you issue online database.

The steps for upgrading user databases are the same as for system
databases:

1 Useload database to load a database dump of arelease 10.0 or later
Adaptive Server. load database sets the database status to “offline.”

2 Useload transaction to load, in order, all transaction logs generated
after the last database dump. Be sure you have loaded all transaction
logs before going to step 3.
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3 Useonline database to upgrade the database. The online database
command upgrades the database because its present state is
incompatible with the current release of Adaptive Server. When the
upgrade compl etes, the database statusis set to “ online,” which makes
the database available for public use.

4 Makeadump of the upgraded database. A dump database must occur
before a dump transaction command is permitted.

For more information about load database, load transaction, and online
database, see the Adaptive Server Reference Manual.

Using the special dump transaction options

In certain circumstances, the simple model described above does not
apply. Table 26-1 describes when to use the special with no_log and with
truncate_only options instead of the standard dump transaction command.

Warning! Usethe special dump transaction commands only as indicated
in Table 26-1. In particular, use dump transaction with no_log asalast resort
and useit only once after dump transaction with no_truncate fails. The dump
transaction with no_log command frees very little space in the transaction
log. If you continue to load data after entering dump transaction with
no_log, thelog may fill completely, causing any further dump transaction
commandsto fail. Use the alter database command to allocate additional
space to the database.
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Table 26-1: When to use dump transaction with truncate_only or

with no_log

When Use

Thelog ison the same segment as  dump transaction with truncate_only to
the data. truncate the log

dump database to copy the entire
database, including the log

You are not concerned with the dump transaction with truncate_only to
recovery of recent transactions (for  truncate the log

example, in an early development  mp gatabase to copy the entire database
environment).

Your usual method of dumpingthe  dump transaction with no_log to truncate
transaction log (either the standard  the log without recording the event

dump transaction command or dump database immediately afterward to

dump transaction with copy the entire database, including the log
truncate_only) fails because of

insufficient log space.

Using the special load options to identify dump files

Use the with headeronly option to provide header information for a
specified file or for thefirst file on atape. Use the with listonly option to
return information about all files on atape. These options do not actually
load databases or transaction logs on the tape.

Note These options are mutually exclusive. If you specify both, with
listonly prevails.

Restoring a database from backups

Figure 26-3 illustrates the process of restoring a databasethat is created at
4:30 p.m. on Monday and dumped immediately afterward. Full database
dumps are made every night at 5:00 p.m. Transaction log dumps are made
at 10:00 am., 12:00 p.m., 2:00 p.m., and 4:00 p.m. every day:
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Figure 26-3: Restoring a database, a scenario

Performing routine dumps Restoring the database from dumps

Mon, 4:30 p.m. Tues, 6:15 p.m. | dump transaction
create database Tape 7 with no_truncate

Mon, 5:00 p.m. Tues, 6:20 p.m.
Tape 1 (18(§)M B) dump database Tape 6 P load database
Tues, 10:00 am. d . Tues, 6:35 p.m. load .
Tapez (45M B) ump transaction Tape7 oad transaction
Tues, noon . .
Tape 3 (45MB) | dump transaction Tues, 6:50pM- | line database

Tues, 2:00 p.m. q .
Tape 4 (45MB) ump transaction

Tues, 4:00 p.m. q ,
Tape 5 (45MB) ump transaction

Tues, 5:00 p.m.
Tape 6 (180M B) dump database

Tues, 6:00pm  Data DeviceFails!

If the disk that stores the data fails on Tuesday at 6:00 p.m., follow these
steps to restore the database:

1 Usedump transaction with no_truncate to get a current transaction log
dump.

2 Useload database to load the most recent database dump, Tape 6. load
database sets the database status to “offline.”

3 Useload transaction to apply the most recent transaction log dump,
Tape 7.

4 Useonline database to set the database status to “online.”
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Figure 26-4 illustrates how to restore the database when the data device
fails at 4:59 p.m. on Tuesday—just before the operator is scheduled to
make the nightly database dump:

Figure 26-4: Restoring a database, a second scenario

Performing routine dumps

Mon, 4:30 p.m.

Mon, 5:00 p.m.
Tape 1 (180MB)

Tues, 10:00 am.
Tape 2 (45M B)

Tues, noon
Tape 3 (45MB)

Tues, 2:00 p.m.
Tape 4 (45MB)

Tues, 4:00 p.m.
Tape 5 (45MB)
Tues, 4:59 pm

Tues, 5:00 pm
Tape 6

create database

dump database

dump transaction

dump transaction

dump transaction

dump transaction

Data Device Fails!

dume Jv;fnbase|

Use the following steps to restore the database:

Restoring the database from dumps

Tues, 5:15 p.m.
Tape 6

Tues, 5:20 p.m.
Tape 1

Tues, 5:35 p.m.
Tape 2

Tues, 5:40 p.m.

Tape 3

Tues, 5:45 p.m.

Tape 4

Tues, 5:50 p.m.

Tape5

Tues, 5:55 p.m.

Tape 6

Tues, 6:00 p.m.

dump transaction
with no_truncate

load database

load transaction

load transaction

load transaction

load transaction

load transaction

online database

1 Usedump transaction with no_truncate to get a current transaction log
dump on Tape 6 (the tape you would have used for the routine

database dump).

2 Useload database to load the most recent database dump, Tape 1. load

database sets the database status to “ offline.”
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3 Useload transaction to load Tapes 2, 3, 4, and 5 and the most recent
transaction log dump, Tape 6.

4 Useonline database to set the database status to “online.”

Suspending and resuming updates to databases

quiesce database hold allows you to block updates to one or more
databases while you perform a disk unmirroring or external copy of each
database device. Because no writes are performed during this time, the
external copy (the secondary image) of the database isidentical to the
primary image. While the database is in the quiescent state, read-only
gueriesto operationson the database are allowed. To resume updatesto the
database, issue quiesce database release when the external copy operation
has completed. You can load the external copy of the database onto a
secondary server, ensuring that you have atransactionally consistent copy
of your primary image. You can issue quiesce database hold from oneisql
connection and then log in with another isql connection and issue quiesce
database release.

The syntax for quiesce database is:

qui esce dat abase tag_nane hol d database_nane [, database_nane]

[for external

or,

qui esce dat abase tag_nane rel ease

Wheretag_nameisauser-defined label for thelist of databasesto hold or
release, and database_name is the name of a database for which you are
suspending updates.

Note tag_name must conformtotherulesfor identifiers. Seethe Adaptive
Server Reference Manual for alist of these rules. You must use the same
tag_name for both quiesce database...hold and quiesce database...release.

For example, to suspend updates to the pubs2 database, enter:
qui esce dat abase pubs_tag hold pubs2

Adaptive Server writes messages similar to the following to the error log:

QUI ESCE DATABASE command with tag pubs_tag is being executed by process 9.
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Process 9 successfully executed QU ESCE DATABASE wi th HOLD option for tag
pubs_tag. Processes trying to issue |10 operation on the qui esced dat abase(s)

will be suspended until

option.

user executes Qui esce Dat abase conmand wi th RELEASE

Any updates to the pubs2 database are delayed until the database is
released, at which time the updates complete. To release the pubs2
database, enter:

qui esce dat abase pubs_tag rel ease

After releasing the database, you can bring up the secondary server with
the -q parameter if you used the for external dump clause. Recovery makes
the databases transactionally consistent, or you can wait to bring the
database online and then apply the transaction log.

Guidelines for using quiesce database

The simplest way to use quiesce database isto make afull copy of an
entire installation. This ensures that system mappings are consistent.
These mappings are carried to the secondary installation when the system
databases, that contain them are physically copied as part of quiesce
database hold’s set of databases. These mappings are fulfilled when all
user databases in the source installation are copied as part of the same set.
quiesce database allows for eight database names during asingle
operation. If a source installation has more than eight databases, you can
issue multiple instances of quiesce database hold to create multiple
concurrent quiescent states for multiple sets of databases.

To create the sourceinstallation from scratch, you can use almost identical
scripts to create both the primary and secondary installations. The script
for the secondary installation might vary in the physical device names
passed to the disk init command. This approach requires that updatesto
system devices on the primary server be reflected by identical changesto
the secondary server. For example, if you perform an alter database
command on the primary server, you must also perform the same
command on the secondary server using identical parameters. This
approach requires that the database devices be supported by a volume
manager, which can present to both the primary and secondary serversthe
same physical device names for devices that are physicaly distinct and
separate.
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Your site may develop its own procedures for making external copies of
database devices. However, Sybase recommends the following:

You include the master database in quiesce database’s list of
databases.

You name devices using identical strings on both the primary and
secondary servers.

You make the environments for the master, model, and
sybsystemprocs system databases in the primary and secondary
installations identical. In particular, sysusages mappings and
database | Dsfor the copied databases must beidentical ontheprimary
and secondary servers, and database I Ds for both servers must be
reflected identically in sysdatabases.

The mapping between syslogins.suid and sysusers.suid must remain
consistent in the secondary server.

If the primary server and the secondary server share acopy of master,
and if the sysdevices entry for each copied device uses identical
strings, the physname valuesin both servers must be physically
distinct and separate.

Making external copies of a database has the following restrictions:

e The copy process can begin only after quiesce database hold has
completed.

« Every devicefor every database in quiesce database’s list of
databases must be copied.

e Theexternal copy must finish before you invoke quiesce
database release.

During the interval that quiesce database provides for the external
copy operation, updates are prevented on any disk space belonging to
any database in quiesce database’s list of databases. This spaceis
definedinsysusages. However, if space on adeviceisshared between
adatabase in quiesce database’s list of databases and a database not
inthe list, updates to the shared device may occur while the external
copy is made. When you are deciding where to locate databasesin a
system in which you plan to make external copies, you can either:

e Segregate databases so they do not share devicesin an
environment where you will use quiesce database, or
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¢ Planto copy dl the databases on the device (this follows the
recommendation above that you make a copy of the entire
installation).

¢ Usequiesce database only when thereis little update activity on the
databases (preferably during a moment of read-only activity). When
you qui esce the database during a quiet time, not only arefewer users
inconvenienced, but, depending on the third-party 1/0 subsystem that
isto perform the external copy, there may also be less time spent
synchronizing devices involved in the copy operation.

Maintaining server roles in a primary and secondary relationship

If your site consists of two Adaptive Servers, one functioning as the
primary server, and the other acting as a secondary server that receives
external copies of the primary server’s databases, you must never mix the
roles of these servers. That is, the role each server plays can change (the
primary server can becomethe secondary server and vice-versa), but these
roles cannot be fulfilled by the same server simultaneoudly.

Starting the secondary server with the -q option

The dataserver -q option identifies the secondary server. Do not usethe -q
option to start the primary server. Under the -q option, user databases that
were copied during quiesce database for external dump stay offline until:

¢ You dump the transaction log for a database on the primary server
with standby access (that is, dump tran with standby_access) followed
by load tran with standby_access to the copy of this database on the
secondary server, and then perform online database for standby access
on this database.

¢ You force the database online for read and write access by issuing
online database. However, if you do this, the database recovery writes
compensation log records, and you cannot |oad the transaction log
without either loading the database, or making a new copy of the
primary devices using quiesce database.

System databases come online regardless of the -q option, and write
compensation log records for any transactions that are rolled back.
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“in quiesce” database log record value updated

If you start the secondary server using the -q option of dataserver, for each
user database marked internally as“in quiesce”, Adaptive Server issuesa
message at start-up stating that the databaseis“i n qui esce. ”

-q recovery for databases copied with quiesce database for external dump
acts much like the recovery for load database. Like recovery for load
database, it internally records the address of the current last log record, so
that a subsequent load transaction can compare this address to the address
of the previous current last log record. If these two values do not match,
then there has been original activity in the secondary database, and
Adaptive Server raises error number 4306.

Updating the dump sequence number
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Like dump database, quiesce database updates the dump sequence
numbers if there have been non-logged writes. This prevents you from
using an earlier database dump or external copy asan improper foundation
for adump sequence.

For example, in the warm standby method that is described in Figure 26-
5, archives are produced by dump database (D1), dump transaction (T1),
quiesce database, dump transaction (T2), and dump transaction (T3):
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dump
database

load

database

dump
transaction

Figure 26-5: Warm standby dump sequence

dump
transaction

Y

quiesce database hold
for external dump

dump
transaction

@ make e£ernal copy @ @

load

transaction

'

quiesce database release

:

load
transaction

load
transaction

Typically, in an environment with logged updates and no dump tran with
truncate_only, you could load D1, T1, T2, and T3 in turn, bypassing any
quiesce database hold. Thisapproach isused in awarm standby situation,
where succeeding database dumps on the primary server simplify media
failure recovery scenarios. On the secondary, or standby server, which is
used for decision support systems, you may prefer continuousincremental

applications of load transaction instead of interruptions from external copy
operation.

However, if an unlogged operation occurs (say, aselect into, as happensin
Figure 26-5) after the dump transaction that produces T1, a subsequent
dump transaction to archive is not allowed, and you must either create
another dump of the database, or issue quiesce database for external copy
and then make anew external copy of the database. 1ssuing either of these

commands updates the dump sequence number and clears the mark that
blocks the dump transaction to archive.
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quiesce database hold

quiesce database hold for
external dump
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Whether or not you use the for external dump clause depends on how you
want recovery to treat the quiescent database that would be marked asi n
qui esce.

If you issue quiesce database and do not use the for external dump clause,
during the external copy operation that creates the secondary set of
databases, the secondary server is not running, and recovery under -q will
not see any copied database as "in quiesce." It will recover each server in
the normal fashion during start-up recovery; it will not recover them asfor
load database as was previoudly described. Subsequently, any attempt to
perform aload tran to any of these databasesis disallowed with error 4306,
"There was activity on database since last load ...",0r
with error 4305, " Specified file "% *s’ is out of sequence

Whether or not there been unlogged activity in the primary database, the
dump sequence number will not incremented by quiesce database hold,
and the unlogged-writes bits are not cleared by quiesce database release.

When you issue quiesce database for external dump, the external copy of
the database “remembers’ that it was made during a quiescent interval, so
that -q recovery can recover it, as happens for load database. quiesce
database release clearsthisinformation from the primary database. If non-
logged writes have prevented dump tran to archive on the primary server,
dump tran to archive is now enabled.
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For any database in quiesce database’s list, if non-logged writes have
occurred since the previous dump database or quiesce database hold for
external dump, the dump sequence number is updated by quiesce database
hold for external dump, and the non-logged-writesinformationiscleared by
quiesce database release. The updated sequence number causes load tran
tofail if it is applied to atarget other than the external copy created under
the quiesce database that updated it. Thisresemblesthe behavior for dump
database of a database with non-logged writes status.

Warning! quiesce database for external dump clears the internal flag that
preventsyou from performing dump transaction to archive_device whether
or not you actually make an external copy or perform a database dump.
quiesce database hasno way of knowing whether or not you have made an
external copy. It isincumbent upon you to perform this duty. If you use
quiesce database hold for external dump to effect atransient write
protection rather than to actually perform a copy that serves asthe
foundation for a new dump sequence, and your application includes
occasional unlogged writes, Adaptive Server may allow you to create
transaction log dumps that cannot be used. In this situation, dump
transaction to archive_deviceinitially succeeds, but futureload transaction
commands may reject these archives because they are out of sequence.

Backing up primary devices with quiesce database

Typically, users back up their databases with quiesce database using one
of the following methods. Both allow you to off-load decision support
applications from the online transaction processor (OLTP) server during
normal operation:

e Iterative refresh of the primary device — copy the primary device to
the secondary device at refresh intervals. Quiesce the database before
each refresh. A system that provides weekly backups using this
systemis shown in Figure 26-6:
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Figure 26-6: Backup schedule for iterative refresh method

Primary Secondary

2:00 AM
1) Issue “quiesce database hold.”
2) Copy databases using external

2:10 A.M.
Start the server without the
-q option.

command.
3) Issue “quiesce database
release.”
7:10 A.M.
7:00 AM Start the server without the

Perform the steps above. -g option.

9:10 A.M.
Start the server without the
-q option.

9:00
Perform the steps above.

10:00
Perform the steps above.

10:10 A.M.
Start the server without the
-q option.

Repeat each hour
until activity tapers off, then
lengthen intervals accordingly.

If you are using the iterative refresh method, you do not have to use
the -q option to restart the secondary server (after a crash or system
maintenance). Any incomplete transactions generate compensation
log records, and the affected databases come online in the regular
fashion.
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e Warm standby method —allows full concurrency for the OLTP server
because it does not block writes.

After you make an external (secondary) copy of the primary database
devices using the for external dump clause, refresh the secondary
databases with periodic applications of the transaction logs with
dumps from the primary server. For this method, quiesce the
databases once to make an external copy of the set of databases and
then refresh each periodically using adump tran with standby_access.
A system that uses adaily update of the primary device and then
hourly backups of the transaction log is shown in Figure 26-7.

Figure 26-7: Backup schedule for warm standby method

Primary Secondary

) )

2:00 AM

1) Make external copy of the 2:10 AM

primary databases — - start the server with
2) Issue “quiesce database hold — = j ' dataserver -q option.
for external dump” 7 ! L
3) Copy databases using external L U
command. i

4) Issue “quiesce database release.”
7:00 AM

| 7:05AM

1) Load the transaction logs.
. 2) Online each database for
standby access.

9:00
Issue dump tran with standby_access.

9:05 AM

1) Load the transaction logs.

2) Online each database for
standby access.

10:05 AM

1) Load the transaction logs.

’ 2) Online each database for
. K standby access.

Repeats each hour until N LT

the activity tapers off, then EANGY Vel

the system lengthens the ‘

intervals accordingly.

10:00 AM
Issue dump tran with standby_access.
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Recovery of databases for warm standby method

If you are using the warm standby method, Adaptive Server must know
whether it is starting the primary or the secondary server. Usethe-q option
of the dataserver command to specify that you are starting the secondary
server. If you do not start the server with the -q option:

The databases are recovered normally, not as they would be for load
database.

Any uncommitted transactions at the time you issue quiesce database
arerolled back.

See “ Starting the secondary server with the -q option” on page 797 for
more information.

The recovery sequence proceeds differently, depending on whether the
databaseis marked i n qui esce.

Recovery of databases that are not marked “in quiesce”

Under the -q option, if adatabaseisnot markedi n qui esce, itis
recovered asit would be in the primary server. That is, if the database is
not currently in aload sequence from previous operations, it is fully
recovered and brought online. If there are incomplete transactions, they
arerolled back and compensation |og records are written during recovery.

Recovery of databases that are marked as “in quiesce”
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User databases — user databasesthat are markedi n qui esce recover
in the same manner as databases recovering during load database.
This enablesload tran to detect any activity that has occurred in the
primary database since the server was brought down. After you start
the secondary server with the -q option, the recovery process
encountersthei n qui esce mark. Adaptive Server issues amessage
stating that the database isin aload sequence and isbeing | eft offline.
If you are using the warm standby method, do not bring the database
online for its decision support system role until you have loaded the
first transaction dump produced by adump tran with standby_access.
Then use online database for standby_access.

System databases — system databases come fully onlineimmediately.
Thein qui esce mark iserased and ignored.
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Making archived copies during the quiescent state

quiesce database hold for external dump signifies your intent to make
external copies of your databases during the quiescent state. Because these
external copies are made after you issue quiesce database hold, the
database is transactionally consistent because you are assured that no
writes occurred during the interval between the quiesce database hold and
the quiesce database release, and recovery can be run in the same manner
as start-up recovery. This processis described in Figure 26-5.

If the environment does not have unlogged updates and does not include a
dump tran with truncate_only, you might load D1, T1, T2, and T3in turn,
bypassing any quiesce database...hold commands. However, if an
unlogged operation (such as a select into shown in Figure 26-5) occurs
after the dump transaction that produces T1, dump transaction to archive
isno longer allowed.

Using the quiesce database hold for external dump clause addresses this
problem by clearing the status bits that prevent the next dump transaction
to archive and changing the sequence number of the external copy to create
afoundation for aload sequence. However, if there have been no non-
logged writes, the sequence number is not incremented.

With or without the for external dump clause, you can make external copies
of the databases. However, to apply subsequent transaction dumps from
the primary to the secondary servers, you must include the for external
dump clause, as shown;

qui esce dat abase tag_nane hold db_name [, db_nane]
[for external dunp]

For example:

qui esce dat abase pubs_tag hold pubs2 for external
dunp

Assuming the database mappings have not changed since the primary
instance of the database were initiated, the steps for making an external
dump are for a single database include:

1 Issuethe quiesce database hold for external dump command:

qui esce dat abase pubs_t ag hol d pubs2 for external
dunp

2 Make an external copy of the database using the method appropriate
for your site.

3 Issue quiesce database tag_name release:
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qui esce dat abase pubs_tag rel ease

Warning! Clearing the status bits and updating the sequence number
enables you to perform a dump transaction whether or not you actually
make an external copy after you issue quiesce database. Adaptive Server
has no way of knowing whether or not you have made an external copy
during the time between quiesce database... hold for external dump and
quiesce database... release. If you use the quiesce database hold for
external dump command to effect atransient write protection rather than to
actually perform acopy that can serve as the foundation for a new dump
sequence, and your application includes occasional unlogged writes,
Adaptive Server allowsyou to create transaction log dumps that cannot be
used. dump transaction to archive_device succeeds, but load transaction
rejects these archives as being out of sequence.

Designating responsibility for backups

Many organizations have an operator who performs all backup and
recovery operations. Only a System Administrator, a Database Owner, or
an operator can execute the dump and load commands. The Database
Owner can dump only hisor her own database. The operator and System
Administrator can dump and load any database.

Any user can execute sp_volchanged to notify the Backup Server when a
tape volume is changed.

Using the Backup Server for backup and recovery
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Dumps and |oads are performed by an Open Server program, Backup
Server, running on the same machine as Adaptive Server. You can perform
backups over the network, using a Backup Server on a remote computer
and another on the local computer.

Note Backup Server cannot dump to multi-disk volumes.
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Backup Server:

¢ Createsand loads from “striped dumps.” Dump striping alows you
to use up to 32 backup devicesin parallel. This splitsthe databaseinto
approximately equal portions and backs up each portion to a separate
device.

¢ Creates and loads single dumps that span several tapes.

*  Dumps and loads over the network to a Backup Server running on
another machine.

»  Dumps several databases or transaction logs onto a single tape.

» Loadsasinglefile from atape that contains many database or log
dumps.

e Supports platform-specific tape handling options.

» Directs volume-handling requests to the session where the dump or
load command was issued or to its operator console.

¢ Detectsthe physical characteristics of the dump devicesto determine
protocols, block sizes, and other characteristics.

Relationship between Adaptive Server and Backup Servers

Figure 26-8 showstwo users performing backup activities simultaneously
on two databases:

»  Userl isdumping database db1 to aremote Backup Server.
* User2isloading database db2 from the local Backup Server.

Each user issues the appropriate dump or load command from a Adaptive
Server session. Adaptive Server interprets the command and sendsremote
procedure calls (RPCs) to the Backup Server. The callsindicate which
database pages to dump or load, which dump devices to use, and other
options.

While the dumps and loads execute, Adaptive Server and Backup Server
use RPCsto exchange instructions and status messages. Backup Server—
not Adaptive Server—performs all data transfer for the dump and load
commands.
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Figure 26-8: Adaptive Server and Backup Server with remote
Backup Server

userl Task 1la
Adaptive Server Backup Server
dump database db1... v Y D
at /—\ RPC(DUMPDB, “db1"..) e
7/

syb_backup_remote Task 1| \« Reurm SIS

I RPC(LOADDB, “db2 ...'\ Taso

Reurn Saus

load database db2

user?

@ B e

Database devices Dump devices

Backup Server @
/ Task 1

Dump devices

@

When thelocal Backup Server receivesuserl’sdump instructions, it reads
the specified pages from the database devices and sends them to the

remote Backup Server. Theremote Backup Server savesthe datato offline
media.
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Simultaneously, the local Backup Server performs user2’s load command
by reading data from local dump devices and writing it to the database
device.

Communicating with the Backup Server

To use the dump and load commands, an Adaptive Server must be ableto
communicate with its Backup Server. These are the requirements:

The Backup Server must be running on the same machine as the
Adaptive Server (or on the same cluster for OpenVMS).

The Backup Server must belisted in the master..sysservers table. The
Backup Server entry, SYB_BACKUP, is created in sysservers when
you ingtall Adaptive Server. Use sp_helpserver to see this
information.

The Backup Server must be listed in the interfaces file. The entry for
the local Backup Server is created when you install Adaptive Server.
The name of the Backup Server listed intheinterfacesfile must match
the column srvnet name for the SYB_BACKUP entry in
master..sysservers. |f you have installed a remote Backup Server on
another machine, create the interfaces file on afile system that is
shared by both machines, or copy the entry to your local interfaces
file. The name of the remote Backup Server must be the samein both
interfaces files.

The user who starts the Backup Server process must have write
permission for the dump devices. The “sybase” user, who usually
starts Adaptive Server and Backup Server, can read from and write to
the database devices.

Adaptive Server must be configured for remote access. By defaullt,
Adaptive Server isinstalled with remote access enabled. See
“Configuring your server for remote access’ on page 811 for more
information.

Mounting a new volume

Note Backup Server cannot dump to multi-disk volumes.
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During the backup and restore process, change tape volumes. If the
Backup Server detects a problem with the currently mounted volume, it
requests a volume change by sending messages to either the client or its
operator console. After mounting another volume, the operator notifiesthe
Backup Server by executing sp_volchanged on Adaptive Server.

On UNIX systems, the Backup Server requests a volume change when the
tape capacity hasbeen reached. The operator mounts another tape and then
executes sp_volchanged (see Table 26-2).

Table 26-2: Changing tape volumes on a UNIX system

Sequence Operator using isql Adaptive Server Backup Server
1 Issues the dump database
command
2 Sends dump request to
Backup Server

3 Receives dump request
message from Adaptive
Server
Sends message for tape

mounting to operator
Waits for operator’s reply

4 Receives volume change
request from Backup Server

Mounts tapes
Executes sp_volchanged

5 Checks tapes
If tapes are okay, begins dump

When tape isfull, sends
volume change request to

operator
6 Receives volume change
request from Backup Server
Mounts tapes
Executes sp_volchanged
7 Continues dump
When dump is complete,
sends messages to operator
and Adaptive Server
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Sequence Operator using isql Adaptive Server Backup Server
8 Receives message that dump  Recelves message that dump

iscomplete iscomplete

Removes and labels tapes Releases locks

Completesthedump database
command

Starting and stopping Backup Server

Most UNIX systems use the startserver utility to start Backup Server on
the same machine as Adaptive Server. On Windows NT, you can start
Backup Server from Sybase Central. See the configuration documentation
for your platform for information about starting Backup Server.

Use shutdown to shut down a Backup Server. See Chapter 4, “Diagnosing
System Problems,” and the Adaptive Server Reference Manual for
information about this command.

Configuring your server for remote access

The remote access configuration parameter is set to 1 when you install
Adaptive Server. This alows Adaptive Server to execute remote
procedure calls to the Backup Server.

For security reasons, you may want to disable remote access except when
dumps and loads are taking place. To disable remote access, use:

sp_configure "all ow renote access", 0

Before you perform a dump or load, use the following command to re-
enable remote access:

sp_configure "all ow renote access", 1

allow remote access is dynamic and does not require arestart of Adaptive
Server to take effect. Only a System Security Officer can set allow remote
access.
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Choosing backup media

Tapes are preferred as dump devices, since they permit alibrary of
database and transaction log dumpsto be kept offline. Large databases can
span multiple tape volumes. On UNIX systems, the Backup Server
requires nonrewinding tape devices for all dumps and loads.

For alist of supported dump devices, see the the configuration
documentation for your platform.

Protecting backup tapes from being overwritten

The tape retention in days configuration parameter determines how many
days backup tapes are protected from being overwritten. The default
value of tape retention in days is 0. Which means that backup tapes can be
overwritten immediately.

Use sp_configure to change the tape retention in days value. The new value
takes effect the next time you restart Adaptive Server:

sp_configure "tape retention in days", 14

Both dump database and dump transaction provide aretaindays option that
overrides the tape retention in days value for that dump.

Dumping to files or disks
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In general, dumping to afile or disk is not recommended. If the disk or
computer containing that file crashes, there may be no way to recover the
dumps. On UNIX and PC systems, the entire master database dump must
fitinto asingle volume. On these systems, dumping to afile or disk isyour
only option if the master database istoo large to fit on asingle tape
volume, unless you have a second Adaptive Server that can issue
sp_volchanged requests.

Dumpsto afile or disk can be copied to tape for offline storage, but these
tapes must be copied back to an online file before they can be read by
Adaptive Server. Backup Server cannot directly read adump that is made
to adisk file and then copied to tape.
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Creating logical device names for local dump devices

If you are dumping to or loading from local devices (that is, if you are not
performing backups over a network to a remote Backup Server), you can
specify dump devices either by providing their physical locations or by
specifying their logical device names. In the latter case, you may want to
create logical dump device names in the sysdevices system table of the
master database.

Note If you are dumping to or loading from aremote Backup Server, you
must specify the absolute path name of the dump device. You cannot use
alogical device name.

The sysdevices table stores information about each database and backup
device, includingits physical_name (the actual operating system device or
file name) and its device_name (or logical name, known only within
Adaptive Server). On most platforms, Adaptive Server has one or two
aliases for tape devices installed in sysdevices. The physical names for
these devices are common disk drive names for the platform; the logical
names are tapedump1 and tapedump?2.

When you create backup scripts and threshold procedures, use logical
names, rather than physical device names, and whenever possible, you
must modify scripts and procedures that refer to actual device names each
timeyou replace abackup device. If you uselogical devicenames, you can
simply drop the sysdevices entry for the failed device and create a new
entry that associates the logical name with a different physical device.

Listing the current device names
To list the backup devices for your system, run:

select * from master..sysdevices
where status = 16 or status = 24

To list both the physical and logical names for database and backup
devices, use sp_helpdevice:

sp_hel pdevi ce tapedunpl
devi ce_nane physical _nane
description
status cntrltype devi ce_number |ow hi gh
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t apedunmpl /dev/nrnt4
tape, 625 MB, dunp device
16 3 0 0 20000

Adding a backup device
Use sp_addumpdevice to add a backup device:

sp_addumpdevice{ "tape" | "disk"} , logicalname, physicalname,
tapesize
physicalname can be either an absol ute path name or arelative path name.
During dumps and loads, the Backup Server resolves rel ative path names
by looking in Adaptive Server's current working directory.

tapesize is the capacity of the tape in megabytes. Most platforms require
this parameter for tape devices but ignoreit for disk devices. The Backup
Server uses the tapesize parameter if the dump command does not specify
atape capacity.

tapesize must be at least IMB and should be slightly below the capacity
rated for the device.

Redefining a logical device name

Tousean existing logical device namefor adifferent physical device, drop
the device with sp_dropdevice and then add it with sp_addumpdevice. For
example:

sp_dr opdevi ce tapedunp2
sp_addunpdevi ce "tape", tapedunp2, "/dev/nrnt8", 625

Scheduling backups of user databases

A major task in devel oping abackup planis determining how often to back
up your databases. The frequency of your backups determines how much
work you will lose in the event of amedia failure. This section presents

some guidelines about when to dump user databases and transaction logs.
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Scheduling routine backups

Other times to back

Dump each user database just after you create it, to provide a base point,
and on a fixed schedule thereafter. Daily backups of the transaction log
and weekly backups of the database are the minimum recommended.
Many installations with large and active databases make database dumps
every day and transaction log dumps every half hour or hour.

I nterdependent databases—databases where there are cross-database
transactions, triggers, or referential integrity—should be backed up at the
same time, during a period when there is no cross-database data
modification activity. If one of these databases fails and needsto be
reloaded, they should al be reloaded from these simultaneous dumps.

Warning! Always dump both databases immediately after adding,
changing, or removing a cross-database constraint or dropping atable that
contains a cross-database constraint.

up a database

In addition to routine dumps, you should dump a database each time you
upgrade a user database, create a new index, perform an unlogged
operation, or run the dump transaction with no_log or dump transaction with
truncate_only command.

Dumping a user database after upgrading

After you upgrade a user database to the current version of Adaptive
Server, dump the newly upgraded database to create adump that is
compatible with the current release. A dump database must occur on
upgraded user databases before a dump transaction is permitted.

Dumping a database after creating an index

When you add an index to atable, create index isrecorded in the
transaction log. Asit fills the index pages with information, however,
Adaptive Server does not |og the changes.
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If your database devicefails after you create anindex, load transaction may
take as long to reconstruct the index as create index took to build it. To
avoid lengthy delays, dump each database immediately after creating an
index on one of itstables.

Dumping a database after unlogged operations

Adaptive Server writes the data for the following commands directly to
disk, adding no entries (or, in the case of bcp, minimal entries) in the
transaction log:

*  Non-logged writetext
e select into on a permanent table
e Fast bulk copy (bcp) into atable with no triggers or indexes

You cannot recover any changes made to the database after issuing one of
these commands. To ensure that these commands are recoverable, issue a
dump database command immediately after executing any of these
commands.

Dumping a database when the log has been truncated

dump transaction with truncate_only and dump transaction with no_log
remove transactions from the log without making a backup copy. To
ensure recoverability, you must dump the database each time you run
either command because of lack of disk space. You cannot copying the
transaction log until you have done so. See “Using the special dump
transaction options’ on page 790 for more information.

If the trunc log on chkpt database option is set to true, and the transaction
log contains 50 rows or more, Adaptive Server truncates the log when an
automatic checkpoint occurs. If this happens, you must dump the entire
database—not the transaction log—to ensure recoverability.

Scheduling backups of master
Back up the master database regularly and frequently.
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Backups of the master database are used as part of the recovery procedure
in case of afailure that affects the master database. If you do not have a

current backup of master, you may have to reconstruct vital system tables
at atimewhen you are under pressureto get your databases up and running

again.

Dumping master after each change

Although you can restrict the creation of database objects in master,
system procedures such as sp_addlogin and sp_droplogin, sp_password,
and sp_modifylogin allow users to modify system tablesin the database.
Back up the master database frequently to record these changes.

Back up the master database after each command that affects disks,
storage, databases, or segments. Always back up master after issuing any
of the following commands or system procedures:

e disk init, sp_addumpdevice, Or sp_dropdevice
»  Disk mirroring commands

»  Thesegment system procedures sp_addsegment, sp_dropsegment, Or
sp_extendsegment

* create procedure Or drop procedure
* sp_logdevice
* sp_configure

J create database Or alter database

Saving scripts and system tables

For further protection, save the scripts containing all of your disk init,
create database, and alter database commands and make a hard copy of
your sysdatabases, sysusages, and sysdevices tables each time you issue
one of these commands.

You cannot use the dataserver command to automatically recover changes
that result from these commands. If you keep your scripts—files
containing Transact-SQL statements—you can run them to re-create the
changes. Otherwise, you must reissue each command against the rebuilt
master database.
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You should also keep ahard copy of syslogins. When you recover master
from a dump, compare the hard copy to your current version of the table
to be sure that users retain the same user IDs.

For information on the exact queries to run against the system tables, see
“Backing up master and keeping copies of system tables’ on page 24.

Truncating the master database transaction log

Since the master database transaction log is on the same database devices
as the data, you cannot back up its transaction log separately. You cannot
move the log of the master database. You must always use dump database
to back up the master database. Use dump transaction with the
truncate_only option periodically (for instance, after each database dump)
to purge the transaction log of the master database.

Avoiding volume changes and recovery

When you dump the master database, be sure that the entire dump fits on
asingle volume, unless you have more than one Adaptive Server that can
communicate with your Backup Server. You must start Adaptive Server in
single-user mode before loading the master database. This does not allow
a separate user connection to respond to Backup Server’s volume change
messages during the load. Since master isusually small insize, placing its
backup on a single tape volume is typically not a problem.

Scheduling backups of the model database
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K eep acurrent database dump of the model database. Each time you make
a change to the model database, make a new backup. If model is damaged
and you do not have a backup, you must reenter all the changes you have
made to restore model.
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Truncating the model database’s transaction log

model, like master, stores its transaction log on the same database devices
asthe data. You must always use dump database to back up the model
database and dump transaction with truncate_only to purge the transaction
log after each database dump.

Scheduling backups of the sybsystemprocs database

The sybsystemprocs database stores only system procedures. Restore this
database by running the installmaster script, unless you make changesto
the database.

If you change permissions on some system procedures, or create your own
system procedures in sybsystemprocs, your two recovery choices are:

¢ Runinstallmaster, then reenter all of your changes by re-creating your
procedures or by re-executing the grant and revoke commands.

¢ Back up sybsystemprocs each time you make a change to it.

Both of theserecovery options are described in Chapter 28, “ Restoring the
System Databases.”

Like other system databases, sybsystemprocs stores its transaction log on
the same device as the data. You must always use dump database to back
up sybsystemprocs. By default, the trunc log on chkpt option is set to true
(on) in sybsystemprocs, so you should not need to truncate the transaction
log. If you change this database option, be sure to truncate the log when
you dump the database.

If you are running on a UNIX system or PC, and you have only one
Adaptive Server that can communicate with your Backup Server, be sure
that the entire dump of sybsystemprocs fits on asingle dump device.
Signaling volume changes requires sp_volchanged, and you cannot use
this procedure on a server while sybsystemprocs is in the process of
recovery.
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Configuring Adaptive Server for simultaneous loads

Adaptive Server can perform multiple load and dump commands
simultaneoudly. L oading a database requires one 16K buffer for each
active database load. By default, Adaptive Server is configured for six
simultaneous loads. To perform more loads simultaneously, a System
Administrator can increase the value of number of large i/o buffers:

sp_configure "nunber of large i/o buffers", 12

Thisparameter requiresarestart of Adaptive Server. See” number of large
i/o buffers’ on page 95 for more information. These buffers are not used
for dump commands or for load transaction.

Gathering backup statistics

Use dump database to make several practice backups of an actual user
database and dump transaction to back up atransaction log. Recover the
database with load database and apply successive transaction log dumps
with load transaction.

Keep statistics on how long each dump and load takes and how much
spaceit requires. The more closely you approximate real-life backup
conditions, the more meaningful your predictions will be.

After you have developed and tested your backup procedures, commit
them to paper. Determine a reasonable backup schedule and adhere to it.
If you develop, document, and test your backup procedures ahead of time,
you will be much better prepared to get your databases online if disaster
strikes.
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CHAPTER 27

Backing Up and Restoring User

Databases

Regular and frequent backups are your only protection against database

damage that results from failure of your database devices.

This chapter includes these topics:

Topic Page
Dump and load command syntax 822
Specifying the database and dump device 825
Specifying the compress option 829
Specifying aremote Backup Server 835
Specifying tape density, block size, and capacity 837
Specifying the volume name 841
Identifying adump 843
Improving dump or load performance 846
Specifying additional dump devices: the stripe on clause 851
Tape handling options 853
Overriding the default message destination 857
Bringing databases online with standby_access 859
Getting information about dump files 861
Copying the log after a device failure 864
Truncating alog that is not on a separate segment 866
Truncating the log in early devel opment environments 866
Truncating alog that has no free space 867
Responding to volume change requests 870
Recovering a database: step-by-step instructions 874
L oading database dumps from older versions 881
Cache bindings and loading databases 884
Cross-database constraints and |oading databases 886
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Dump and load command syntax

Dump and load command syntax

The dump database, dump transaction, load database, and load transaction

commands have parallel syntax. Routine dumps and loads require the

name of a database and at |east one dump device. The commands can also

include the following options:

e compress::compression_level:: to compress your dump files

e atserver_name to specify the remote Backup Server

e density, blocksize, and capacity to specify tape storage characteristics

e dumpvolume to specify the volume name of the ANSI tape |abel

« file = file_name to specify the name of the file to dump to or load from

»  stripe on stripe_device to specify additional dump devices

e dismount, unload, init, and retaindays to specify tape handling

* notify to specify whether Backup Server messages are sent to the client

that initiated the dump or load or to the operator_console

Table 27-1 shows the syntax for routine database and log dumps and for
dumping the log after adevice failure. It indicates what type of
information is provided by each part of the dump database or dump

transaction statement.

Table 27-1: Syntax for routine dumps and log dumps after device

failure

Information provided

Task
Routine database or log dump

Log dump after device failure

Command dunp {database | transaction} dunp transaction
Database name database_name database_name
Compression to to
[ conpr ess: : [ compression_level: : ] ] [ conpr ess: : [ compression_level: : ] ]
Dump device stripe_device stripe_device
Remote Backup Server [ at server_name] [ at server_name]
Tape devicecharacteristics [density = density, [density = density,
bl ocksi ze = number_bytes, bl ocksi ze = number_bytes,
capaci ty = number_kilobytes] capaci ty = number_kilobytes]
Volume hame [, dunpvol une = volume_name] [, dunpvol une = volume_name]
File name [, file = file_name] [, file = file_name]
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Information provided

Task
Routine database or log dump

Log dump after device failure

Characteristics of
additional devices (up to
31 devices; one set per
device)

[stripe on

[ conpr ess: : [ compression_level: : ]]
stripe_device

[ at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
file = file_name,

dunpvol une = volume_name]]. ..

[stripe on

[ conpr ess: : [ compression_level: : ]]
stripe_device

[ at server_name]

[density = density,

capaci ty = number_kilobytes,
file = file_name,

dunpvol une = volume_name]]...

Options that apply to
entire dump

[with {

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
file = file_name,

[ nodi smount | di smount],

[ nounl oad | unl oad],

[ retai ndays = number_days] ,
[noinit | init],

file = file_name,
dunpvol une = volume_name
st andby_access

[with {

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
file = file_name,

[ nodi smount | di smount],

[ nounl oad | unl oad],

[ retai ndays = number_days] ,
[noinit | init],

file = file_name,
dunpvol une = volume_name,
st andby_access

Do not truncate log

no_truncate

Message destination

[, notify = {client |
operator_consol e}]}]

[, notify = {client |
operator_consol e}]}]

Table 27-2 shows the syntax for |oading a database, applying transactions
from the log, and returning information about dump headers and files.

Table 27-2: Syntax for load commands

Information Provided

Task

Load database or apply recent
transactions

Return header or file information
but do not load backup

Command | oad {database | transaction} | oad {database | transaction}
Database name database_name database_name

Compression from[conpress::] from[conpress::]

Dump device stripe_device stripe_device

Remote Backup Server

[at server_name]

[at server_name]

Tape device characteristics

[density = density,

[density = density,

Volume name

[, dunpvol unme = volume_name]

[, dunpvol une = volume_name]

File name

[, file = file_name]

[, file = file_name]
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Information Provided Task

Load database or apply recent Return header or file information

transactions

but do not load backup

Characteristics of additional
devices (up to 31 devices,
one set per device)

[stripe on

[ conpr ess: : ] stripe_device
[at server_name]
[density = density,
file = file_name,

dunpvol une = volume_name]]. ..

[stripe on

[ conpress: : ] stripe_device
[at server_name]
[density = density,

file = file_name,

dunpvol unme = volume_name]]. ..

Tape handling

[with{

[density = density,
dunpvol unme = volume_name,
file = file_name,

[ nodi smount | di snount],
[ nounl oad | unl oad]

[with{

[density = density,
dunpvol unre = volume_name,
file = file_name,

[ nodi snount | dismount],
[ nounl oad | unl oad]

Provide header information

[, headeronly]

List dump files

[, listonly [= full]]

M essage destination

[, notify = {client |
operator_consol e}]}]

[, notify = {client |
operator_consol e}]}]

Do not load open

standby_access

transactions
Table 27-3 shows the syntax for truncating alog:
e That isnot on a separate segment
e Without making a backup copy
«  With insufficient free space to successfully complete a dump
transaction or dump transaction with truncate_only command
Table 27-3: Special dump transaction options
Information
Provided Task
Truncatelogonsame Truncate log without Truncate log with
segment as data making a copy insufficient free space
Command dunp transaction dunp transaction dunp transaction
Database name database_name database_name database_name

Do not copy log with truncate_only with truncate_only with no_log
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Theremainder of thischapter provides greater detail about theinformation
specified in dump and load commands and volume change messages.
Routine dumps and loads are described first, followed by log dumps after
devicefailure and the special syntax for truncating logs without making a
backup copy.

For information about the permissions required to execute the dump and
load commands, refer to “ Designating responsibility for backups’ on
page 806.

Specifying the database and dump device

At aminimum, all dump and |oad commands must include the name of the
database being dumped or loaded. Commands that dump or load data
(rather than just truncating a transaction log) must aso include a dump
device.

Table 27-4 shows the syntax for backing up and loading a database or log.

Table 27-4: Indicating the database name and dump device

Backing up a database or log Loading a database or log
Database name dunp {database | tran} database_name | oad {database | tran} database_name
Dump device

to [conpress:: [ compression_level: :]] from[conpress::]
Dump device stripe_device
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Backing up a database or log

Loading a database or log

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name]

[stripe on

[ conmpr ess: : [ compression_level: :

stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name] ...]
[with{

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name,

[ nodi smount | di snount],
[ nounl oad | unl oad],

r et ai ndays = number_days,
[noinit | init],

[notify = {client |

oper at or _consol e}]
standby_access}]

[at server_name]

[density = density,

dunpvol ume = volume_name
file = file_name]

[stripe on

[ conpress: : ] stripe_device
[at server_name]

[density = density,

dunpvol ume = volume_name,
file = file_name] ...]
[with{

density = density,

dunpvol ume = volume_name,
file = file_name,

[ nodi snount | disnount],
[ nounl oad | unl oad],
[notify = {client |
operator_consol e}]}]

Rules for specifying database names

You can specify the database name as aliteral, alocal variable, or a
parameter to a stored procedure.

If you are loading a database from a dump:

*  Thedatabase must exist. You can create a database with the for load
option of create database, or load it over an existing database.
L oading a database always overwrites all the information in the
existing database.
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You do not need to use the same database name as the name of the
database you dumped. For example, you can dump the pubs2
database, create another database called pubs2_archive, and load the
dump into the new database.

Warning! You should never change the name of a database that
contains primary keys for references from other databases. If you
must load a dump from such a database and provide a different name,
first drop the referencesto it from other databases.

Rules for specifying dump devices
When you specify adump device:

You can specify the dump device as aliteral, alocal variable, or a
parameter to a stored procedure.

You cannot dump to or load from the “null device” (on UNIX,
/dev/null; on OpenVMS, any device name beginning with NL; not
applicable to PC platforms).

When dumping to or loading from alocal device, you can use any of
the following forms to specify the dump device:

* An absolute path name
* A relative path name
* Alogical device name from the sysdevices system table

The Backup Server resolves relative path names using Adaptive
Server’s current working directory.

When dumping or loading over the network:

*  Youmust specify the absol ute path name of the dump device. You
cannot use arelative path name or alogical device namefromthe
sysdevices system table.

»  The path name must be valid on the machine on which the
Backup Server is running.

» If the nameincludes any characters except letters, numbers, or
the underscore (), you must enclose it in quotes.
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Examples

e |f you dump atransaction log using with standby_access, you must
load the dump using with standby_access.

The following examples use a single tape device for dumps and loads. (It
is not necessary to use the same device for dumps and loads.)

On UNIX:

dunp dat abase pubs2 to "/dev/nrnt4"
| oad dat abase pubs2 from "/dev/nrnt4"

On Windows NT:

dunp dat abase pubs2 to "\\.\tapeQ"
| oad dat abase pubs2 from "\\.\tape0"

You can also dump to an operating system file. The following exampleis
for Windows NT:

dunp dat abase pubs2 to "d:\backups\backupl. dat"
| oad dat abase pubs2 from "d:\ backupbackupl. dat"

Tape device determination by backup server
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When you issue a dump database or dump transaction command, Backup
Server checks whether the device type of the specified dump deviceis
known (supplied and supported internally) by Adaptive Server. If the
deviceis not a known type, Backup Server checks the tape configuration
file (default location is $SYBASE/backup_tape.cfg) for the device
configuration.

If the configuration is found, the dump command proceeds.

If the configuration is not found in the tape device configuration file, the
dump command fails with the following error message:

Device not found in configuration file. INIT needs
to be specified to configure the device.

To configure the device, issue the dump database or dump transaction with
theinit parameter. Using operating system calls, Backup Server attemptsto
determine the device's characteristics; if successful, it stores the device
characteristics in the tape configuration file.

If Backup Server cannot determine the dump device characteristics, it
defaults to one dump per tape. The device cannot be used if the
configuration fails to write at least one dump file.
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Tape configuration by Backup Server applies only to UNIX platforms.

Tape sevice configuration file

Format

Creation

Manual editing

Default location

Thetape device configuration file contains tape device information that is
used only by the dump command.

Theformat of thefileis onetape device entry per line. Fields are separated
by blanks or tabs.

Thisfileis created only when Backup Server isready to writeto it (dump
database or dump transaction with init). When Backup Server triesto write
to thisfile for thefirst time, the following warning message is issued:

War ni ng, unable to open device configuration file
for reading. Qperating systemerror. No such file or
directory.

Ignore this message. Backup Server gives this warning and then creates
the file and writes the configuration information to it.

The only user interaction with the file occurs when the user receives the
following error message:

Devi ce does not match the current configuration.

Pl ease reconfigure this tape device by renoving the
configuration file entry and i ssuing a dunp with the
INIT qualifier.

This means that the tape hardware configuration changed for adevice
name. Delete the line entry for that device name and issue a dump
command, as instructed.

The default path name for the configuration fileis
$SYBASE/backup_tape.cfg. You can change the default location with the
Sybase installation utilities. See the installation documentation for your
platform for more information.

Specifying the compress option

The dump command includes a compress option that allows you to
compress databases and transaction logs using Backup Server.
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Specifying the compress option

Table 27-5 The shows the syntax for dump database ... compress and
dump transaction ... compress commandsis:

Table 27-5: Indicating the database name and dump device

Backing up a database or log

Loading a database or log

dunp {database | tran}

| oad {database | tran} database_name

database_name from
to
Compressoption [ conpr ess: : [ compression_level: : ]] [compress::]

stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name]

[stripe on

stripe_device}

[at server_name]
[density = density,
dunpvol ume = volume_name
file = file_name]

[stripe on

Compress option

[ conpr ess: : [ compression_level: : ]]

[compress::]

stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name] ...]
[with{

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name,

[ nodi smount | di smount],
[ nounl oad | unl oad],

ret ai ndays = number_days,
[noinit | init],

[notify = {client |

oper at or _consol e}]

st andby_access}]

stripe_device

[at server_name]

[density = density,
dunpvol ume = volume_name,
file = file_name] ...]
[with{

density = density,

dunpvol ume = volume_name,
file = file_name,

[ nodi snount | disnmount],
[ nounl oad | unl oad],
[notify = {client |
operator_consol e}]}]

Syntax
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The partial syntax specific to dump database ... compress and dump

transaction ... compress iS:

dump database database_name
to compress::[compression_level::]stripe_device

...[stripe on compress::[compression_level::]stripe_device] ...
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dump transaction database_name
to compress::[compression_level::]stripe_device
...[stripe on compress::[compression_level::]stripe_device]...

Where database_name is the database you are |oading into, and
compress::compression_level isanumber between 0 and 9, with 0
indicating no compression, and 9 providing the highest level of
compression. If you do not specify compression_level, the default is 6.
stripe_deviceisthe full path to the archive file of the database or
transaction log you are compressing. If you do not include a full path for
your dump file, Adaptive Server creates a dump filein the directory in
which you started Adaptive Server.

Use the stripe on clause to use multiple dump devices for a single dump.
See “ Specifying additional dump devices: the stripe on clause” on page
851 for more information about the stripe on clause.

Note Thecompress optionworksonly with local archives; you cannot use
the servername option.

Example
dunp dat abase pubs2 to

"conpress::4::/opt/bin/Sybase/ dunps/ dnmp090100. dnp”

Backup Server session id is: 9. Use this value when executing the
'sp_vol changed' system stored procedure after fulfilling any vol une change
request fromthe Backup Server.

Backup Server: 4.132.1.1: Attenpting to open byte stream device:

' conpress: :4::/opt/bin/ Sybase/ dunps/ dnp090100. dnp: : 00

Backup Server: 6.28.1.1: Dunpfile name ' pubs2002580BD27 ' section nunber 1
nmount ed on byte stream

' conpress::4::/opt/bin/Sybase/ dunps/ dnp090100. dnp: : 00'

Backup Server: 58. 1. 1: Database pubs2: 394 kil obytes DUWPed.

Backup Server: 58. . Database pubs2: 614 kil obytes DUWPed.

Backup Server: 43. Dunmp phase nunber 1 conpl et ed.

Backup Server: 43. Dunmp phase nunber 2 conpl et ed.

Backup Server: 43. Dunmp phase nunber 3 conpl et ed.

Backup Server: 58. Dat abase pubs2: 622 kil obytes DUMPed.

Backup Server: 42. DUWP i s conpl ete (database pubs2).

WhWwwhAbH
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The compression_level must be anumber between 0 and 9. The compress
option does not recognize numbers outside this range, and treats them as
part of the file name while it compresses your files using the default
compression level. For example, the following syntax creates afile called
99:: pubs2.cmp, which iscompressed with the default compression level of
1
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dunp dat abase pubs2 to "conpress::99:: pubs2. cnmp"

In general, the higher the compression numbers, the smaller your archives
are compressed into. However, the compression result depends on the
actual content of your files.

Table 27-6 shows the compression levels for the pubs2 database. These
numbers are for reference only; the numbers for your site may differ
depending on OS level and configuration.

Table 27-6: Compression levels and compressed file sizes for pub2

Compression levels Compressed file size
No compression/Level 0 630K
Default compression/Level 1 | 128K
Level 2 124K
Level 3 121K
Level 4 116K
Level 5 113K
Level 6 112K
Level 7 111K
Level 8 110K
Level 9 109K

The higher the compression level, the more CPU-intensive the processis.

For example, you may not want to use a level-9 compression when
archiving your files. Instead, consider the trade-off between processing
effort and archive size. The default compression level (6) providesoptimal
CPU usage, producing an archive that is 60% to 80% smaller than a
regular uncompressed archive. Sybase recommends that you initially use
the default compression level, then increase or decrease the level based on
your performance reguirements.

For complete syntax information about dump database and dump
transaction, see the Reference Manual.
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Backup Server dump files and compressed dumps

When you perform dump database or dump transaction using an archive
file that already exists, Backup Server automatically checks the header of
the existing dump archive. If the header is unreadable, Backup Server
assumesthat thefileisavalid non-archivefile, and promptsyou to change
the dump archive with the following message:

Backup Server: 6.52.1.1: OPERATOR Volume to be overwritten on
' | opt / SYBASE/ DUMPS/ nodel . dnp’ has unrecogni zed | abel data.
Backup Server: 6.78.1.1: EXECUTE sp_vol changed
@ession_id = 5,
@evnanme = '/ opt/ SYBASE/ DUMPS/ nodel . dnp’ ,
@ction = { ' PROCEED | ’'RETRY |
" ABORT" },
@nane = <new_vol une_nanme>
For thisreason, if you perform dump database or dump transaction to afile
without the compress:: option into an existing compressed dump archive,

Backup Server does not recognize the header information of the archive
because it is compressed.

Example dunp dat abase nodel to 'conpress::nodel.cnp’
go
dunp dat abase nodel to ’nodel.cnp’
go

The second dump database reports an error, and prompts you with
sp_volchanged.

To prevent this error, either:

¢ Include the with init option in your subsegquent dump database and
dump transaction commands:

dunp dat abase nodel to ’conpress::nodel.cnp’

go

dunp dat abase nodel to 'nodel.cnp’
with init

go

¢ Includethe compress:: option in subsequent dump database and dump
transaction commands:;

dunp dat abase nodel to ’conpress::nodel.cnp’

go
dunp dat abase nodel to 'conpress::nodel.cnp’

go
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Using the compress:: option into uncompressed dump archives, asin this
example, does not generate errors:

dunp dat abase nodel to ’'nodel.cnp’

go

dunp dat abase nodel to ’conpress:: nodel.cnp’
go

Loading databases and transaction logs dumped with compress

option

Example

If you use dump ... compress to dump a database or transaction log, you
must load this dump using the load ... compress option.

The partial syntax for load database .. compress and load transaction ..
compress iS:

load database database_name
from compress::stripe_device
...[stripe on compress::stripe_device]...

load transaction database_name
from compress::stripe_device
...[stripe on compress::stripe_device]...

The database _name in the syntax is the database you archived, and
compress:: invokes the decompression of the archived database or
transaction log. archive_name is the full path to the archived database or
transaction log that you areloading. If you did not include afull path when
you created your dump file, Adaptive Server created adump filein the
directory in which you started Adaptive Server.

Use the stripe on clause if you compressed the database or transaction log
using multiple dump. See“ Specifying additional dump devices: the stripe
on clause” on page 851 for more information about the stripe on clause.

Note Do not use the compression_level variable for the load command.

| oad dat abase pubs2 from
"conpress: :/opt/bin/Sybase/ dunps/ dnp090100. dnp"

Backup Server session id is: 19. Use this value when executing the

" sp_vol changed’

system stored procedure after fulfilling any vol une change

request fromthe Backup Server.

Backup Server:

834
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' conpress: :/opt/bin/Sybase/ dunps/ dnp090100. dnp: : 00’

Backup Server: 6.28.1.1: Dunpfile nanme ' pubs2002620A951 ' section nunber 1
mount ed on byte stream’ conpress::/opt/bin/Sybase/ dunps/dnp090100. dnp: : 00’
Backup Server: 4.58.1.1: Database pubs2: 1382 kil obytes LQOADed.

Backup Server: 4.58.1.1: Database pubs2: 3078 kil obytes LQADed.

Backup Server: 4.58.1.1: Database pubs2: 3086 kil obytes LQADed.

Backup Server: 3.42.1.1: LOAD is conplete (database pubs2).

Use the ONLINE DATABASE command to bring this database online; SQ. Server

will not bring it online automatically.

For compl ete syntax information about load database and load transaction,
see the Reference Manual.

Specifying a remote Backup Server

Use the at server_name clause to send dump and load requests over the
network to a Backup Server running on another machine.

Table 27-7 shows the syntax for dumping or |oading from aremote

Backup Server.
Table 27-7: Dumping to or loading from a remote Backup Server
Backing up a database or log Loading a database or log
dunp {database | tran} | oad {database | tran}
database_name database_name
to [ conpress: : [ compression_level: :]] from [ conpress: :] stripe_device
stripe_device
Remote Backup Server [ at server_name] [ at server_name]
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Backing up a database or log

Loading a database or log

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name]

[stripe on

[ conpress: : [ compression_level: :

stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name] ...]
[with{

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name,

[ nodi snount | disnmount],
[ nounl oad | unl oad],

ret ai ndays = number_days,
[noinit | init],

[notify = {client |
oper at or _consol e}]

st andby_access}]

[density = density,
dunpvol une = volume_name,
file = file_name]

[stripe

[ conpr ess: : ] stripe_device
[at server_name]

[density = density,
dunpvol une = volume_name,
file = file_name] ...]
[with{

density = density,

dunpvol ume = volume_name,
file = file_name,

[ nodi smount | di snount],
[ nounl oad | unl oad],
[notify = {client |

oper at or _consol e}]

st andby_access}]
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Sending dump and load requests over the network isideal for installations
that use a single machine with multiple tape devices for all backups and
loads. Operators can be stationed at these machines, ready to service all

tape change requests.

Thefollowing examples dump to and |oad from the remote Backup Server

REMOTE_BKP_SERVER:

dunp dat abase pubs2 to "/dev/nrnt0" at REMOTE BKP_SERVER
| oad dat abase pubs2 from "/dev/nrnt 0" at REMOTE_BKP_SERVER

The server_name must appear in theinterfacesfile on the computer where
Adaptive Server is running, but does not need to appear in the sysservers
table. The server_name must be the samein both the local and the remote

interfacesfile.
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Specifying tape density, block size, and capacity

In most cases, the Backup Server usesadefault tape density and block size
that are optimal for your operating system; we recommend that you use

them.

You can specify adensity, block size, and capacity for each dump device.
You can a so specify the density, blocksize, and capacity optionsin the with
clause for al dump devices. Characteristics that are specified for an

individual tape device take precedence over those that you specify using

the with clause.

Table 27-8 shows the syntax for specifying the tape density, block size,

and capacity.

Table 27-8: Specifying tape density, block size, and capacity

Backing up a database or log

Loading a database or log

dunp {dat abase |
database_name

to [conpress: : [ compression_level: : ]]
stripe_device

[at server_name]

tran}

| oad {dat abase |
database_name
from [ conpress: :] stripe_device
[at server_name]

tran}

Characteristics of a
single tape device

[density = density,
bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,

[density = density,

dunpvol ume = volume_name,
file = file_name]

[stripe on

[ conpr ess: : [ compression_level: : ] ]
stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name] ...]

dunpvol unme = volume_name,
file = file_name]

[stripe on

[ conpr ess: : ] stripe_device
[at server_name]

[density = density,
dunpvol ume = volume_name,
file = file_name] ...]

Characteristics of all
dump devices

[with{

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,

[with{
density = density,
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Backing up a database or log

Loading a database or log

dunpvol ume = volume_name,
file = file_name,

[ nodi smount | di snount],
[ nounl oad | unl oad],

r et ai ndays = number_days,
[noinit | init],

[notify = {client |

oper at or _consol e}]

st andby_access}]

dunpvol une = volume_name,
file = file_name,

[ nodi smount | di snount],
[ nounl oad | unl oad],
[notify = {client |

oper at or _consol e}]

st andby_access}]

The following sections provide greater detail about the density, blocksize,
and capacity options.

Overriding the default density

The dump and load commands use the default tape density for your
operating system. In most cases, thisisthe optimal density for tape dumps.

When you are dumping to tape on OpenVMS systems, you can override
the default density with the density = density option. Valid densities are
800, 1600, 6250, 6666, 10000, and 38000. Not all densitiesarevalid for all
tape drives; specify avaluethat is correct for your drive.

This option has no effect on OpenVM S tape loads or on UNIX and PC
platform dumps or loads.

Note Specify tape density only when using the init tape handling option.
For more information on this option, see “ Reinitializing a volume before
adump” on page 856.

Overriding the default block size

838

The blocksize parameter specifies the number of bytes per 1/0
operation for a dump device. By default, the dump and load commands
choose the “best” block size for your operating system. Wherever
possible, use these defaults.
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You can use the blocksize = number_bytes option to override the default
block sizefor aparticular dump device. The block size must be at least one
database page (2048 bytes) and must be an exact multiple of the database
page size.

For OpenV M S systems, you can specify ablock size only for dumps. Use
ablock size of less than or equal to 55,296.

For UNIX systems, the block size specified on the load command is
ignored. Backup Server uses the block size that was used to make the
dump.

Specifying a higher block size value

If you dump to atape using the dump database or dump transaction
commands, and specify ablock size value which is higher than the
maximum blocksize of a device as determined by Backup Server, then the
dump or theload may fail on certain tapedrives. An operating system error
message displays; for example, on an 8mm tape drive on HP the error

message is:
Backup Server: 4.141.2.22: [2] The "wite’ call
failed for device ' xxx’ with error nunber 22 (lnvalid
argunment). Refer to your operating system
docurmentation for further details.

You should not specify a block size greater than the device's block size
stored in the tape device configuration file in $SYBASE/backup_tape.cfg.
The block size for adeviceisthefifth field of the line in the tape device
configuration file.

Thiserror occurs only on tape drives where tape auto config isrun; that is,
the device models are not hard-coded in Backup Server code.

Specifying tape capacity for dump commands

By default, OpenVMS systems write until they reach the physical end-of-
tape marker, and then signal that a volume change is required. For UNIX
platforms that cannot reliably detect the end-of-tape marker, you must
indicate how many kilobytes can be dumped to atape.
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If you specify the physical path name of the dump device, you must
includethe capacity = number_kil obytes parameter in the dump command.
If you specify the logical dump device name, the Backup Server uses the
size parameter stored in the sysdevices table, unless you override it with
the capacity = number_kilobytes parameter.

The specified capacity must be at least five database pages (each page
requires 2048 bytes). We recommend that you specify a capacity that is
slightly below the capacity rated for your device.

A genera rule for calculating capacity is to use 70 percent of the
manufacturer’s maximum capacity for the device, and allow 30 percent for
overhead (inter-record gaps, tape marks, and so on). Thisrule worksin
most cases, but may not work in all cases because of differencesin
overhead across vendors and devices.

Non-rewinding tape functionality for Backup Server

Dump label changes

Tape operations

840

The non-rewinding tape functionality automatically positions the tape at
the end of valid dump data, which saves time when you want to perform
multiple dump operations.

Backup Server writes an End-of-File label, EOF3, at the end of every
dump operation.

Note You cannot load atape with this|abel into any version of Adaptive
Server earlier then 12.0.

When a new dump is performed, Backup Server performs a scan for the
last EOF3 label.

If the EOF31abel isfound, the pertinent informationissaved and thetape
is positioned forward to the beginning of the next file on tape. Thisisthe
new append point.



CHAPTER 27 Backing Up and Restoring User Databases

If the EOF3 label is not found or any other problem is encountered,
Backup Server rewinds the tape and scans forward. Any error that occurs
during these steps does not abort the dump operation, but causes Backup
Server to default to rewind-and-scan behavior. If the error persists during
the rewind and scan, the dump command aborts.

Dump version compatibility

Backup Server activates non-rewinding logic only if the label version on
thetapeisgreater than or equal to 5. Therefore, adump command with the
with init clause is needed to activate thislogic. If adump without init is
initiated onto avolume with alabel version less than 5, you are prompted
to change the volume, and the dump starts on the next volume. The label
version of a multi-volume dump does not change in the middle of the
volume set.

Table 27-9 defines the |abel versions for which the new behavior is

enabled.
Table 27-9: Label version compatibility
Label version Enabled
‘3 No
‘4 No
‘5 Yes
‘6 Yes

Specifying the volume name

Use the with dumpvolume = volume_name option to specify the volume
name. dump database and dump transaction write the volume name to the
SQL tape label. load database and load transaction check the label. If the
wrong volume is loaded, Backup Server generates an error message.

You can specify a volume name for each dump device. You can also
specify avolume name in the with clause for all devices. Volume names
specified for individual devicestake precedence over those specifiedinthe
with clause.

Table 27-10 shows the syntax for specifying a volume name.
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Table 27-10: Specifying the volume name

Backing up a database or log

Loading a database or log

dunp {dat abase |
database_name

tran}

to [ conpress: : [ compression_level: : ]]

stripe_device

[ at server_name]

[density = density,

bl ocksi ze = number_bytes,
capacity = number_kilobytes,

| oad {dat abase |
database_name
from

[ conpress: : ] stripe_device
[at server_name]
[density = density,

tran}

Volume name for single device

dunpvol ume = volume_name,

dunpvol ume = volume_name,

file = file_name]
[stripe on

[ conmpress: : [ compression_level: :

stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capacity = number_kilobytes,
dunpvol ume = volume_name,
file = file_name] ...]
[with{

density = density,

bl ocksi ze = number_bytes,
capacity = number_kilobytes,

file = file_name]

[stripe on

[ conpress: : ] stripe_device
[at server_name]

[density = density,
dunpvol ume = volume_name,
file = file_name]...]
[with {

density = density,

Volume name for all devices

dunpvol unre = volume_name,

dunpvol ume = volume_name,

file = file_name,

[ nodi snount | di snount],
[ nounl oad | unl oad],

ret ai ndays = number_days,
[noinit | init],

[notify = {client

| oper at or _consol e}]

st andby_access}]

file = file_name,

[ nodi snount | di snount],
[ nounl oad | unl oad],
[notify = {client |
oper at or _consol e}]

st andby_access}]

Loading from a multifile volume

When you |load a database dump from a volume that contains multiple
dump files, specify the dump file name. If you omit the dump file name
and specify only the database name, Backup Server loads the first dump
file into the specified database. For example, entering the following
command loads the first dump file from the tape into pubs2, regardless of
whether that dump file contains data from pubs2:
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| oad dat abase pubs2 from "/dev/rdsk/clt3d0s6"

To avoid this problem, specify a unique dump file name each time you
dump or load data. To get information about the dump files on agiven
tape, use the listonly = full option of load database.

Identifying a dump

When you dump a database or transaction log, Backup Server creates a
default file name for the dump by concatenating the:

*  Last 7 characters of the database name

o 2-digit year number

e 3-digit day of the year (1-366)

*  Number of seconds since midnight, in hexadecimal

You can override this default using the file = file_name option. Thefile
name cannot exceed 17 characters and must conform to the file naming
conventions for your operating system.

You can specify afile name for each dump device. You can also specify a
file name for all devicesin the with clause. File names specified for
individual devicestake precedence over those specified in the with clause.

Table 27-11 shows the syntax for specifying the name of a dump.
Table 27-11: Specifying the file name for a dump

Backing up a database or log Loading a database or log
dunp {database | tran} database_name |oad {database | tran}

to [conpress:: [ compression_level: :]] database_name

stripe_device from [ conpress: : ] stripe_device
[at server_name] [at server_name]

[density = density, [density = density,

bl ocksi ze = number_bytes, dunpvol ume = volume_name,
capaci ty = number_kilobytes,

dunpvol ume = volume_name,

Filenamefor single
device

file = file_name] file = file_name]
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Backing up a database or log

Loading a database or log

[stripe on

[ conpress: : [ compression_level: :

stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name] ...]
[with{

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,

[stripe on

[ conpress: : ] stripe_device
[at server_name]

[density = density,

dunpvol ume = volume_name,
file = file_name] ...]
[with{

density = density,

dunpvol ume = volume_name,

File namefor all
devices

file = file_name,

file = file_name,

[ nodi smount | di smount],
[ nounl oad | unl oad],

ret ai ndays = number_days,
[noinit | init],

[notify = {client |

oper at or _consol e}]

st andby_access}]

[ nodi snount | di snount],
[ nounl oad | unl oad],
[notify = {client

| operator_consol e}]

st andby_access}]
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The following examples dump the transaction log for the publications
database without specifying a file name. The default file name,
cations930590E100, identifies the database and the date and time the

dump was made:
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Figure 27-1: File-naming convention for database and transaction
log dumps

cations 93 059 OE100

RN

last 7 characters last 2 day of number of seconds
of database name digits of year since midnight
year

Backup Server sendsthefile nameto the default message destination or to
the notify location for the dump command. Be sure to label each backup
tape with the volume name and file name before storing it.

When you load a database or transaction log, you can use the file =
file_name clause to specify which dump to load from a volume that
contains multiple dumps.

When loading the dump from a multifile volume, you must specify the
correct file name.

dunp tran publications
to "/dev/nrnt3"

|l oad tran publications
from"/dev/nrnt4"
with file = "cations930590E100"

The following examples use a user-defined file-naming convention. The
15-character file name, mydb97jul 141800, identifies the database (mydb),
the date (July 14, 1997), and the time (18:00, or 6:00 p.m.) that the dump
was made. Using the load command advances the tape to

mydb97jul 141800 before loading:

dunp dat abase nydb
to "/dev/nrnt3"
with file = "nmydb97j ul 141800"
| oad dat abase nydb
from"/dev/nrnt4"
with file = "mydb97j ul 141800"
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Improving dump or load performance

When you start Backup Server, you can use the -m parameter to improve
the performance of the dump and load commands by configuring more
shared memory for the Backup Server. The -m parameter specifies the
maximum amount of shared memory used by the Backup Server. You must
also configure your operating system to ensure that this amount of shared
memory isavailableto the Backup Server. After adump or load operation
is completed, its shared memory segments are rel eased.

Note Configuring more shared memory improves dump/load
performance only if the performancelimits of the hardware setup have not
been reached. Increasing the value of -m may not result in improved
performance when dumping to a slow tape device such as QIC, but it can
improve performance significantly when dumping to afaster device, such
asDLT.

Compatibility with prior versions

There are some compatibility issues between dump files and Backup
Server. Table 27-12 indicates the dump file formats that can be loaded by
the current and previous versions of local Backup Servers.

Table 27-12: Server for local operations
New dump file format Old dump file format
New version of server  Yes Yes

Prior version of server  No Yes

Table 27-13 and Table 27-14 indicate the dump file formats that can be
loaded by the current and prior versions of remote Backup Servers. Ina
remote Backup Server scenario, the master server isthe Backup Server on
the same machine as the database and Adaptive Server Enterprise, and the
slave server isthe Backup Server on the same remote machine asthe
archive device.

Table 27-13 indicates the load operations that work when master server is
the current version of Backup Server.

Table 27-13: New version of master server

New dump file format Old dump file format
New dlaveversion of server  Yes Yes
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New dump file format Old dump file format
Prior dave version of server  No Yes

Table27-14 indicatestheload operationsthat work when the master server
isaprior version.
Table 27-14: Prior version of master server
New dump file format OIld dump file format
New dlaveversion of server  No Yes
Prior daveversion of server  No Yes

Labels stored in integer format

Backup Server 12.0 and later store the stripe number in integer format.
Earlier versions of Backup Server stored the 4-byte stripe number in the
HDR1 label in ASCII format. These earlier versions of Backup Server
cannot load a dump file that uses the newer dump format. However,
Backup Server version 12.0 and later can read and write earlier versions of
the dump format.

When performing adump or |oad operation involving one or more remote
servers, the operation aborts with an error message, if:

» Theversions of one or more of the remote Backup Servers are earlier
than 12.0, and the database is dumped to or |oaded from more than 32
stripes.

Or:

»  The dump file from which one or more of the Backup Servers are
reading during aload is from an earlier version’s format, and the
number of stripes from which the datbase isloaded is greater than 32.

Configuring system resources

Before you perform dumps and loads. you must configure the local and
remote Backup Servers at startup by providing the appropriate values for
the system resources controlled by the command line options. See the
Utility Guide for a complete list of the command line options.
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Improving dump or load performance

If your system resources are not configured properly, the dump or load can
fail. For example, aremote dump to greater than 25 stripes with the local
and remote Backup Servers booted with default configuration will fail
because the maximum number of network connectionsthat Backup Server
can originate (specified by the -N option) is 25; however, by default the
maximum number of server connections into the remote Backup Server
(specified by the -C option) is 30.

To configure the system to use the higher stripe limitations, set the
following operating system parameters:

*  Number of shared memory segments to which a process can attach.
e Number of shared memory identifiers
e Swap space

If these parameters are not configured properly, when adump is started to
(or aload is started from) alarge number of stripes, the operation may
abort because of lack of system resources. In this case, you receive a
message that Backup Server could not create or attach to a shared memory
segment and therefore the SYBMULTBUF processes are terminated.

Setting shared memory usage
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The syntax for starting Backup Server with the -m parameter is:
backupserver [-m nnn]

where nnn is the maximum amount of shared memory in megabytes that
the Backup Server can use for all of its dump or load sessions.

The -m parameter setsthe upper limit for shared memory usage. However,
Backup Server may uselessmemory than specifiedif it detectsthat adding
more memory will not improve performance.

Backup Server determines the amount of shared memory available for
each stripe by dividing the -m value by the configured number of service
threads (-P parameter).

The default value for -m is the number of service threads multiplied by
1IMB. The default value for -P is 48, so the default maximum shared
memory utilization is 48MB. However, Backup Server reaches this usage
only if al the 48 service threads are active concurrently. The maximum
valuefor -P isthe maximum number of servicethreads, 12,288. (For more
information about -P, see “ Configuring user-defined roles’ on page 358.)
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The amount of shared memory per stripe available for Backup Server is
inversely proportional to the number of servicethreadsyou allocate. If you
increase the maximum number of service threads, you must increase the -
m value, also, to maintain the same amount of shared memory per stripe.
If you increase the -P vaue but do not increase the -m value, the shared
memory allocated per stripe can decrease to the point that the dump or load
cannot be processed.

To determine how much to increase the -m value, use this formula:
(-m valuein MB) * 1024/(-P value)

If the value obtained by thisformulaislessthan 128KB, Backup Server
will not boot.

The minimum value for -m is 6MB. The maximum value for -m depends
on operating system limits on shared memory.

If you create a dump using a Backup Server with a high shared memory
value, and attempt to load the dump using a Backup Server with alower
shared memory value, Backup Server uses only the available memory.
Thisresultsin degradation of the load performance.

If the amount of shared memory available per stripe at load timeisless
than twice the block size used at dump time, Backup Server abortstheload
with an error message.

Setting maximum number of stripes

The maximum number of stripesthat Backup Server can useislimited by
the maximum number of Open Server threadsit can create. Open Server
imposes a maximum limit of 12k on the number of threads an application
can create.

Backup Server creates one service thread for each stripe. Therefore, the
maximum number of local stripesBackup Server can dumpto or load from
is12,288.

As an additional limitation, Backup Server uses two file descriptors for
each stripe, apart from thefile descriptors associated with theerror log file,
interfaces file, and other system files. However, there is a per-thread
limitation imposed by the operating system on the number of file
descriptors. Open Server has alimitation of 1280 on the number of file
descriptors that an application can keep track of.
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Improving dump or load performance

The formulafor determining the approximate maximum number of local
stripes to which Backup Server can dumpis:

(The smaller of either the OS limitation or the OpenServer limitation) - 2

2

Theformulafor determining the approxi mate maximum number of remote
stripes to which Backup Server can dumpis:

(The smaller of either the OS limitation or the OpenServer limitation) - 2

3

For details about the default and maximum file descriptor limits, see your
operating system documentation.

Setting maximum number of network connections

The maximum number of network connections alocal Backup Server can
originateislimited by Open Server to 9118. Because of this, the maximum
number of remote stripes that Backup Server can usein asingle dump or
load operation is 9118.

A remote Backup Server accepts a maximum of 4096 server connections
at any one time. Therefore, the maximum number of remote stripesto a
single remote Backup Server is 4096.

Setting maximum number of service threads
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The -P parameter for Backup Server configures the number of service
threads Open Server creates. The maximum number of service threadsis
12,228. The minimum valuesis 6. The maximum number of threads
equals the maximum number of stripes available. If you have started
Backup Server without setting a high enough -P value, and you attempt to
dump or load a database to a number of stripesthat exceeds the number of
threads, the dump or load operation fails.
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Specifying additional dump devices: the stripe on

clause

Striping allows you to use multiple dump devices for a single dump or
load command. Use a separate stripe on clause to specify the name (and, if
desired, the characteristics) of each device.

Each dump or load command can have multiple stripe on clauses.

Table 27-15 shows the syntax for using more than one dump device.

Table 27-15: Using more than one dump device

Backing up a database or log

Loading a database or log

dunp {database | tran}
database_name
to

[ conpress: : [ compression_level: : ]]

stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name]

| oad {database | tran}
database_name

from [ conpress: :] stripe_device
[at server_name]

[density = density,

dunpvol une = volume_name,
file = file_name]

Characteristics of an
additional tape device
(oneset per device; upto
31 devices)

[stripe on

[ conpress: : [ compression_level: : ]]

stripe_device
[at server_name]
[density = density,

[stripe on

[ conpr ess: : ] stripe_device
[at server_name]

[density = density,
dunpvol une = volume_name,

bl ocksi ze = number_bytes, file = file_name] ...]
capaci ty = number_kilobytes,

dunpvol ume = volume_name,

file = file_name] ...]

[ with{ [with{

density = density,

bl ocksi ze = number_bytes,
capacity = number_kilobytes,
dunpvol ume = volume_name,
file = file_name,

[ nodi smount | dismount],
[ nounl oad | unl oad],

ret ai ndays = number_days,
[noinit | init],

[notify = {client |
oper at or _consol e}]

st andby_access}]

density = density,

dunpvol une = volume_name,
file = file_name,

[ nodi smount | di smount],
[ nounl oad | unload],
[notify = {client |

oper at or _consol e}]

st andby_access}]
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Dumping to multiple devices

The Backup Server dividesthe databaseinto approximately equal portions
and sendseach portionto adifferent device. Dumps are made concurrently
on all devices, reducing the time required to dump an individual database
or transaction | og. Because each tape stores only aportion of the database,
itislesslikely that a new tape will have to be mounted on a particular
device.

Warning! Do not dump the master database to multiple tape devices.
When loading the master database from tape or other removable media,
you cannot change volumes unless you have another Adaptive Server that
can respond to volume change messages.

Loading from multiple devices

You can use multiple devices to load a database or transaction log. Using
multiple devices decreases both the time required for the load and the
likelihood of having to mount multiple tapes on a particular device.

Using fewer devices to load than to dump
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You can load a database or log even if one of your dump devices becomes
unavailabl e between thedump and load. Specify fewer stripeclausesinthe
load command than you did in the dump command.

Note When you dump and load over the network, you must use the same
number of drivesfor both operations.

Thefollowing exampl es use three devicesto dump adatabase but only two
to load it:

dunp dat abase pubs2 to "/dev/nrnt0"
stripe on "/dev/nrnt1l"
stripe on "/dev/nrnt2"

| oad dat abase pubs2 from "/dev/nrntQ"
stripe on "/dev/nrntl"

After thefirst two tapes are loaded, a message notifies the operator to load
the third.
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You can aso dump a database to multiple operating system files. The
following example is for Windows NT:

dunp dat abase pubs2 to "d:\backups\backupl. dat"
stripe on "d:\backups\backup2. dat"
stripe on "d:\backups\backup3. dat"

| oad dat abase pubs2 from "/dev/nrnt Q"

stripe on "d:\backups\backup2. dat"
stripe on "d:\backups\backup3. dat"

Specifying the characteristics of individual devices

Use a separate at server_name clause for each stripe device attached to a
remote Backup Server. If you do not specify aremote Backup Server
name, the local Backup Server looks for the dump device on thelocal
machine. If necessary, you can a so specify separate tape device
characteristics (density, blocksize, capacity, dumpvolume, and file) for
individual stripe devices.

The following examples use three dump devices, each attached to the
remote Backup Server REMOTE_BKP_SERVER.

On UNIX:

dunp dat abase pubs2
to "/dev/nrnt0" at REMOTE_BKP_SERVER
stripe on "/dev/nrnm 1" at REMOTE_BKP_SERVER
stripe on "/dev/nrnm 2" at REMOTE_BKP_SERVER

On OpenVMS:

dunp dat abase pubs2
to "MIAO: " at REMOTE_BKP_SERVER
stripe on "MIAL: " at REMOTE_BKP_SERVER
stripe on "MIA2:" at REMOTE_BKP_SERVER

Tape handling options

The tape handling options, which appear in the with clause, apply to all
devices used for the dump or load. They include:

¢ nodismount to keep the tape available for additional dumps or loads
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Tape handling options

« unload to rewind and unload the tape following the dump or load
e retaindays to protect files from being overwritten

e init to reinitialize the tape rather than appending the dump files after
the last end-of-tape mark

Table 27-16 shows the syntax for tape handling options.
Table 27-16: Tape handling options

Backing up a database or log Loading a database or log

dunp {database | tran} database_name | oad {database | tran} database_name
to [conpress:: [ compression_level: :]] from [ conpress: :] stripe_device

stripe_device
[at server_name]
[density = density,
bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name]
[stripe on
[ conpr ess: : [ compression_level: : ]]
stripe_device
[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol unme = volume_name,
file = file_name] ...]
[with{
density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name,

[at server_name]

[density = density,
dunpvol ume = volume_name
file = file_name]

[ conpress: : ] stripe_device
[at server_name]

[density = density,
dunpvol ume = volume_name,
file = file_name] ...]
[with{

density = density,

dunpvol ume = volume_name,
file = file_name,

Tape Handling
Options
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[ nodi smount | di smount],
[ nounl oad | unl oad],

r et ai ndays = number_days,
[noinit | init],

nodi snount | di snount],
[nounl oad | unl oad],

[notify = {client |
oper at or _consol e}]
st andby_access}]

[notify = {client |
oper at or _consol e}]
st andby_access}]
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Specifying whether to dismount the tape

Rewinding the tape

On platformsthat support logical dismounts, such as OpenVMS, tapes are
dismounted when adump or load completes. Use the nodismount option to
keep the tape mounted and available for additional dumps or loads. This

command has no effect on UNIX or PC systems.

By default, both dump and load commands use the nounload tape handling
option.

On UNIX systems, this prevents the tape from rewinding after the dump
or load completes. This allows you to dump additional databases or logs
to the same volume or to load additional databases or logs from that
volume. Usetheunload option for the last dump on the tape to rewind and
unload the tape when the command compl etes.

On OpenVMS systems, tapes are always rewound after a dump or load
completes. Use the unload option to unthread the tape and gject it from the
drive. (This action is equivaent to the /UNLOAD qualifier for the
OpenVM S DISMOUNT command.)

Protecting dump files from being overwritten

tape retention in days specifies the number of days that must elapse
between the creation of atape fileand the time at which you can overwrite
it with another dump. This server-wide variable, which you canis set with
sp_configure, applies to all dumps requested from a single Adaptive
Server.

Use the retaindays = number_days option to override the tape retention in
days parameter for asingle database or transaction log dump. The number
of days must be a positive integer, or zero if the tape can be overwritten
immediately.

Note tape retention in days and retaindays are meaningful only for disk,
1/4-inch cartridge, and single-file media. On multifile media, Backup
Server checks only the expiration date of the first file.
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Reinitializing a volume before a dump

By default, each dump is appended to the tape following the last end-of-
tape mark. Tape volumes are not reinitialized. This allows you to dump
multiple databasesto asingle volume. (New dumps can be appended only
to the last volume of a multivolume dump.)

Use the init option to overwrite any existing contents of the tape. If you
specify init, the Backup Server reinitializes the tape without checking for:

*  ANSI accessrestrictions
« Filesthat have not yet expired
e Non-Sybase data (“foreign” tapes on OpenVMS)

The default, noinit, checks for all three conditions and sends a volume
change prompt if any are present.

The following example initializes two devices, overwriting the existing
contents with the new transaction log dumps:

dunp transaction pubs2
to "/dev/nrmO0"
stripe on "/dev/nrntl"
with init
You can also use the init option to overwrite an existing file, if you are
dumping a database to an operating system file. The following exampleis
for Windows NT:

dunp transaction pubs2
to "d:\backups\backupl. dat"
stripe on "d:\backups\backup2. dat"
with init

Dumping multiple databases to a single volume
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To dump multiple databases to the same tape volume:

1 Usetheinit option for the first database. This overwrites any existing
dumps and places the first dump at the beginning of the tape.

2 Usethedefault (noinit and nounload) option for subsequent databases.
This places them one after the other on the tape.

3 Usetheunload option for the last database on the tape. This rewinds
and unloads the tape after you dump the last database.
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Figure 27-2 illustrates how use to dump three databases to a single tape
volume.

Figure 27-2: Dumping several databases to the same volume

dump database dump database dump database
mydb your_db pubs2
to /dev/nrint4 to /dev/ntmt4 to /dev/nrmt4

Overriding the default message destination

Backup Server messages inform the operator when to change tape
volumes and how the dump or load is progressing. The default destination
for these messages depends on whether the operating system offers an
operator terminal feature.

The notify option, which appears in the with clause, allows you to override
the default message destination for adump or load. For this option to
work, the controlling terminal or login session from which Backup Server
was started must remain active for as long as Backup Server isworking;
otherwise, the sp_volchanged message islost.

On operating systemsthat offer an operator terminal feature (such as Open
VMS), volume change messages are always sent to an operator terminal
on the machine where Backup Server is running. (OpenVMS routes
messages to terminalsthat are enabled for TAPES, DISKS, or
CENTRAL.) Use notify = client to route other Backup Server messages to
the terminal session where the dump or load request initiated.
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Overriding the default message destination

On systems such as UNIX that do not offer an operator terminal feature,
messages are sent to the client that initiated the dump or load request. Use
notify = operator_console to route messages to the terminal where the
remote Backup Server was started.

Table 27-17 shows the syntax for overriding the default message

destination.

Table 27-17: Overriding the default message destination

Backing up a database or log

Loading a database or log

dunp {database | tran} database_name

to [conpress:: [ compression_level: :]]
stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name]

[stripe on

[ conpr ess: : [ compression_level: : ]]
stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name] ...]
[with{

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol ume = volume_name,
file = file_name,

[ nodi snrount | disnmount],
[ nounl oad | unl oad],

ret ai ndays = number_days,
[noinit | init],

| oad {dat abase |
database_name
from [ conpress: :] stripe_device
[at server_name]

[density = density,

dunpvol unme = volume_name
file = file_name]

[stripe on

[ conmpr ess: : ] stripe_device

[at server_name]

[density = density,

dunpvol une = volume_name,
file = file_name] ...]

[with{

density = density,

dunpvol une = volume_name,
file = file_name,

[ nodi smount | di snount],

[ nounl oad | unl oad],

tran}

M essage destination

[notify = {client |
oper at or _consol e}]

[notify = {client |
oper at or _consol e}]

st andby_access}]

st andby_access}]
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Bringing databases online with standby_access

with standby_access causes dump transaction to dump only completed
transactions. It dumpsthetransaction log up to the point at which there are
no active transactions. If you do not use with standby_access, the entire
transaction log, including records for al open transactions is dumped. A
transaction log dump using with standby_access isillustrated in Figure 27-
3.

Figure 27-3: Dump cut-off point for dump transaction with
standby_access

Transaction log
T1| I
- T2 I
T3
T4 I
T5} |
T6—m—--
dump dump tran
cut-off point with standby_acce

Syntax

In Figure 27-3, adump transaction...with standby_access command is
issued at a point where transactions T1 through T5 have completed and
transaction T6isstill open. The dump cannot include T5 because T6 istill
open, and it cannot include T4, because T5 is till open. Thus, the dump
must stop at the end of transaction T3, where it will include completed
transactions T1 through T3.

The syntax for with standby_access is:

dump tran[saction] database_name to...
[with standby_access]

For more information about the with dump tran...with standby_access
option, see the Adaptive Server Enterprise Reference Manual.
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When do | use with standby_access?

Usedump tran[saction]...with standby_access when you will beloading two
or more transaction logs in sequence, and you want the database to be
online between loads. For example, if you have aread-only database that
getsits data by loading transaction dumps from aprimary database. In this
case, if the read-only database is used for generating adaily report based
on transactions in the primary database, and the primary database's
transaction |log isdumped at the end of day, the daily cycle of operationsis:

1 Onthe primary database: dump tran[saction]...with standby_access
2 Ontheread-only database: load tran[saction]...

3 Ontheread-only database: online database for standby_access

Warning! If atransaction log contains open transactions, and you
dump it without using with standby_access, Adaptive Server will not
allow you to load the log, bring the database online, and then load a
subsequent transaction dump. If you are going to load a series of
transaction dumps, you can bring the database online only after
loading a dump originally made with standby_access or after loading
the entire series.

Bring databases online with standby_access

Syntax
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The online database command also includes awith standby_access option.
Use for standby_access to bring a database online after loading it with a
dump that was made using the with standby_access option.

Warning! If you try to use online database for standby_access with a
transaction log that was not dumped using the with standby_access option,
the command will fail.

The syntax for online database is:
online database database_name [for standby_access]

For more information about the with online database...for standby_access
option, see the Adaptive Server Enterprise Reference Manual.
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Getting information about dump files

If you are unsure of the contents of atape, use the with headeronly or with
listonly option of the load commands to request that information.

Table 27-18 shows the syntax for finding the contents of a tape.

Table 27-18: Listing dump headers or file names

Listing information about a dump

| oad {database | tran} database_name
from [ conpress: :] stripe_device

[at server_name]

[density = density,

dunpvol ume = volume_name

file = file_name]

[stripe on [conpress::] stripe_device
[at server_name]

[density = density,

dunpvol ume = volume_name,

file = file_name] ...]

[with{

density = density,

dunpvol ume = volume_name,

file = file_name,

[ nodi snount | di snount],

[ nounl oad | unl oad],

List header information [ headeronly [, file = filename ]],
List files on tape [listonly [= fullll],

[notify = {client | operator_consol e}]
st andby_access}]

Note Neither with headeronly nor with listonly loads the dump files after
displaying the report.

Requesting dump header information

with headeronly returns the header information for asinglefile. If you do
not specify afile name, with headeronly returns information about the first
file on the tape.
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Getting information about dump files

The header indicates whether the dump isfor adatabase or transaction log,
the database I D, the file name, and the date the dump was made. For
database dumps, it also showsthe character set, sort order, page count, and
next object ID. For transaction log dumps, it shows the checkpoint
location in the log, the location of the ol dest begin transaction record, and
the old and new sequence dates.

The following example returns header information for the first file on the
tape and then for the file mydb9229510945:

| oad dat abase nydb
from"/dev/nrmt4"
wi th headeronly
| oad dat abase nydb
from"/dev/nrnt4"
with headeronly, file = "mydb9229510945"

Here is sample output from headeronly:

Backup Server session id is: 44. Use this value when executing the

‘sp_vol changed’ system stored procedure after fulfilling any vol une change
request fromthe Backup Server.

Backup Server: 4.28.1.1: Dunpfile nane ‘nydb9232610BC8 ‘ section number 0001
nmount ed on devi ce ‘backup/ SQL_SERVER/ nydb. db. dunp’

This is a database dunp of database ID 5 from Nov 21 1992 7: 02PM

Dat abase contains 1536 pages; checkpoint RID=(R d pageid = 0x404; row num =
Oxa); next object 1D=3031; sort order |D=50, status=0; charset |D=1.

Determining the database, device, file name, and date

with listonly returns a brief description of each dump file on avolume. It
includes the name of the database, the device used to make the dump, the
file name, the date and time the dump was made, and the date and time it
can be overwritten. with listonly = full provides greater detail. Both reports
are sorted by SQL tape label.

Following is sample output of aload database command with listonly:

Backup Server: 4.36.1.1: Device ‘/dev/nrst0’:

File nane: ‘nodel 9320715138

Create date & tine: Mnday, Jul 26, 1993, 23:58:48
Expiration date & tinme: Mnday, Jul 26, 1993, 00:00:00
Dat abase nane: ‘ nodel ‘

and sample output from with listonly = full:

Backup Server: 4.37.1.1: Device ‘/dev/nrst0’:
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Label id: ‘HDRL

Fil e nane: ‘ nodel 9320715138
Stri pe count: 0001

Devi ce typecount: 01

Archi ve vol une nunber: 0001
Stripe position: 0000

Gener ati on nunber: 0001
Generation version: 00

Create date & time: Monday, Jul 26, 1993, 23:58:48
Expiration date & tinme: Monday, Jul 26, 1993, 00: 00: 00
Access code:‘

File bl ock count: 000000

Sybase id string:

‘ Sybase ‘Reserved:"® ‘

Backup Server: 4.38.1.1: Device ‘/dev/nrst0’:

Label id:‘ HDR2’

Record format:‘F

Max. byt es/ bl ock: 55296
Record | engt h: 02048
Backup format version: 01
Reserved: * ‘

Dat abase nane: ‘ nodel

Buf fer offset |ength: 00
Reserved: '

‘

After listing all files on avolume, the Backup Server sends avolume
change request:

Backup Server: 6.30.1.2: Device /dev/nrst0: Volune catal ogui ng
conpl ete.
Backup Server: 6.51.1.1: OPERATOR Mount the next volune to search.
Backup Server: 6.78.1.1: EXECUTE sp_vol changed

@ession_id = 5,

@evnane = ‘/dev/nrst0’,
@ction = { ‘PROCEED | ‘RETRY’ | ‘ABORT 1},
@nane = '

The operator can use sp_volchanged to mount another volume and signal
the volume change or to terminate the search operation for all stripe
devices.
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Copying the log after a device failure

Copying the log after a device failure
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Normally, dump transaction truncates the inactive portion of the log after
copying it. Use with no_truncate to copy the log without truncating it.

no_truncate allows you to copy the transaction log after failure of the
device that holds your data. It uses pointers in the sysdatabases and
sysindexes tablesto determinethe physical location of the transaction log.
It can be used only if your transaction log is on a separate segment and
your master database is accessible.

Warning! Useno_truncate only if mediafailure makesyour data segment
inaccessible. Never use no_truncate on adatabase that isin use.

Copying thelog with no_truncate isthefirst step described in “Recovering
adatabase: step-by-step instructions’ on page 874.

Table 27-19 shows the syntax for copying alog after adevice failure.
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Table 27-19: Copying the log file after a device failure

Copying with the no_truncate option

dunp transacti on database_name

to [conpress::[compression_level: :]] stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name]

[stripe on [conpress::[compression_level: :]] stripe_device

[at server_name]

[density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunp vol une = volume_name,
file = file_name] ...]
[with{

density = density,

bl ocksi ze = number_bytes,
capaci ty = number_kilobytes,
dunpvol une = volume_name,
file = file_name,

[ nodi smount | di snmount],
[ nounl oad | unl oad],

r et ai ndays = number_days,
[noinit | init],

Do not truncatelog  no_truncate,

[notify = {client | operator_console}]
st andby_access}]

You can use no_truncate with striped dumps, tape initialization, and

remote Backup Servers. Hereis an example:

dunp transaction nmydb

to "/dev/nrnt 0" at REMOTE_BKP_SERVER
with init, no_truncate,

notify = "operator_consol e"
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Truncating a log that is not on a separate segment

If a database does not have alog segment on a separate device from data
segments, you cannot use dump transaction to copy the log and then
truncate it. For these databases, you must:

1 Usethe specia with truncate_only option of dump transaction to
truncate the log so that it does not run out of space

2 Usedump database to copy the entire database, including the log

Becauseit doesn’t copy any data, with truncate_only requiresonly thename
of the database:

dunp transaction database_nane with truncate_only

The following example dumps the database mydb, which does not have a
log segment on a separate device from data segments, and then truncates
the log:

dunp dat abase nmydb to nydevice
dunp transaction nydb with truncate_only

Truncating the log in early development environments
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In early devel opment environments, thetransaction logisquickly filled by
creating, dropping, and re-creating stored procedures and triggers and
checking integrity constraints. Recovery of data may be lessimportant
than ensuring that there is adequate space on database devices.

with truncate_only allows you to truncate the transaction log without
making a backup copy:

dunp transaction database_nane with truncate_only

After you run dump transaction with truncate_only, you must dump the
database before you can run aroutine log dump.
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Truncating a log that has no free space

When thetransaction logisvery full, you may not be ableto use your usual
method to dump it. If you used dump transaction or dump transaction with
truncate_only, and the command failed because of insufficient log space,
use the special with no_log option of dump transaction:

dunp transaction database_nane with no_Il og

This option truncates the log without logging the dump transaction event.
Becauseit doesn't copy any data, it requires only the name of the database.

Warning! Use dump transaction with no_log asalast resort, and useit only
once after dump transaction with truncate_only fails. If you continueto load
data after entering dump transaction with no_log, you may fill the log
completely, causing any further dump transaction commands to fail. Use
alter database to allocate additional space to the database.

All occurrences of dump tran with no_log are reported in the Adaptive
Server error log. The message includes the user ID of the user executing
the command. Messages indicating success or failure are also sent to the
error log. no_log isthe only dump option that generates error |og messages.

Dangers of using with truncate_only and with no_log

with truncate_only and with no_log allow you to truncate alog that has
become disastroudly short of free space. Neither option provides a means
to recover transactions that have committed since the last routine dump.

Warning! Run dump database at the earliest opportunity to ensure that
your data can be recovered.

The following example truncates the transaction log for mydb and then
dumps the database;

dunp transaction mydb
with no_|l og
dunp dat abase nydb to ...
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Providing enough log space

The syslogshold table
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Every use of dump transaction...with no_log is considered an error and is
recorded in the server’serror log. If you have created your databases with
log segments on a separate device from data segments, written a
last-chance threshold procedure that dumps your transaction log often
enough, and allocated enough space to your log and database, you should
not have to use this option.

However, some situations can still cause the transaction log to becometoo
full, even with frequent log dumps. The dump transaction command
truncates the log by removing all pages from the beginning of the log, up
to the page preceding the page that contains an uncommitted transaction
record (known as the oldest active transaction). The longer this active
transaction remains uncommitted, the less space is available in the
transaction log, since dump transaction cannot truncate additional pages.

This can happen when applications with very long transactions modify
tables in a database with a small transaction log, which indicates you
should increase the size of the log. It aso occurs when transactions
inadvertently remain uncommitted for long periods of time, such aswhen
an implicit begin transaction uses the chained transaction mode or when a
user forgets to complete the transaction. You can determine the oldest
active transaction in each database by querying the syslogshold system
table.

The syslogshold table isin the master database. Each row in the table
represents either:

e Theoldest active transaction in a database, or
*  TheReplication Server truncation point for the database's |og.

A database may have no rowsin syslogshold, arow representing one of the
above, or two rows representing both of the above. For information about
how a Replication Sever truncation point affects the truncation of the
database’s transaction log, see the Replication Server documentation.
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Querying syslogshold provides a “ snapshot” of the current situation in
each database. Since most transactions last for only a short time, the
query’s results may not be consistent. For example, the oldest active
transaction described in the first row of syslogshold may finish before
Adaptive Server completes the query of syslogshold. However, when
several queriesof syslogshold over time query the samerow for adatabase,
that transaction may prevent adump transaction from truncating any log
space.

When the transaction log reaches the | ast-chance threshold, and dump
transaction cannot free up space in thelog, you can query syslogshold and
sysindexes to identify the transaction holding up the truncation. For
example:

sel ect H spid, H nane
from master..syslogshold H, threshdb..sysindexes |
where H.dbid = db_id("threshdb")

and 1.id = 8
and H. page = |.first
spid nane

8 S$user_transaction

(1 row affected)

This query uses the object ID associated with syslogs (8) in the threshdb
database to match thefirst page of itstransaction log with the first page of
the oldest active transaction in syslogshold.

You can also query syslogshold and sysprocesses in the master database to
identify the specific host and application owning the oldest active
transactions. For example:

sel ect P. hostnanme, P.hostprocess, P.program nane,
H. name, H starttine

from sysprocesses P, syslogshold H

where P.spid = H. spid

and H.spid '=0

host nane host process program name nane starttime

eagl e 15826 i sql $user _transaction Sep 6 1997 4:29PM
hawk 15859 i sql $user _transaction Sep 6 1997 5:00PM
condor 15866 i sql $user _transaction Sep 6 1997 5:08PM

(3 rows affected)
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Using the above information, you can notify or kill the user process
owning the oldest active transaction and proceed with the dump
transaction. You can a so include the above types of queriesin the
threshold procedures for the database as an automatic alert mechanism.
For example, you may decide that the transaction log should never reach
its last-chance threshold. If it does, your last-chance threshold procedure
(sp_thresholdaction) alerts you with information about the oldest active
transaction preventing the transaction dump.

Note Theinitia log records for atransaction may residein a user log
cache, which is not visible in syslogshold until the records are flushed to
the log (for example, after a checkpoint).

For moreinformation about the syslogshold system table, seethe Adaptive
Server Enterprise Reference Manual. For information about the
last-chance threshold and threshold procedures, see Chapter 29,
“Managing Free Space with Thresholds.”

Responding to volume change requests

On UNIX and PC systems, use sp_volchanged to notify the Backup Server
when the correct volumes have been mounted. On OpenV M S systems, use
the REPLY command.

To usesp_volchanged, loginto any Adaptive Server that can communicate
with both the Backup Server that issued the volume change request and the
Adaptive Server that initiated the dump or load.

sp_volchanged syntax
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Use this syntax for sp_volchanged:

sp_volchanged session_id, devhame, action
[ ,fname [, vname]]

* Usethesession_id and devname parameters specified in the volume
change request.

e action specifies whether to abort, proceed with, or retry the dump or
load.
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« fname specifiesthefileto load. If you do not specify afile name,
Backup Server loads the file = file_name parameter of the load
command. If neither sp_volchanged nor the load command specifies
which file to load, the Backup Server loads the first file on the tape.

¢ The Backup Server writes the vname in the ANSI tape label when

overwriting an existing dump, dumping to a brand new tape, or
dumping to atape whose contents are not recognizable. During |oads,
the Backup Server usesthe vnameto confirm that the correct tape has
been mounted. If you do not specify avname, the Backup Server uses
the volume name specified in the dump or load command. If neither
sp_volchanged nor the command specifies a volume name, the
Backup Server does not check thisfield in the ANSI tape label.

Volume change prompts for dumps

This section describes the volume change prompts that appear while you
are dumping a database or transaction log. Each prompt includes the
possible operator actions and the appropriate sp_volchanged response.

. Mount the next volunme to search.

When appending a dump to an existing volume, the Backup Server
issues this message if it cannot find the end-of-file mark.

The operator can By replying

Abort the dump sp_vol changed session_id, devname, abort
Mountanewvolumeand sp_vol changed session_id, devname, proceed
proceed with the dump [, fname [, vname]]

. Mount the next volume to wite.

The Backup Server issues this message when it reaches the end of the
tape. This occurs when it detects the end-of-tape mark, dumpsthe
number of kilobytes specified by the capacity parameter of the dump
command, or dumps the high value specified for the device in the
sysdevices system table.

The operator can By replying

Abort the dump sp_vol changed session_id, devname, abort
Mount the next volume sp_vol changed session_id, devname, proceed
and proceed withthedump [, fname [, vname]]
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Vol ume on devi ce devnane has restricted access (code
access_code) .

Dumps that specify the init option overwrite any existing contents of
the tape. Backup Server issues this message if you try to dump to a
tape with ANSI access restrictions without specifying the init option.

The operator can

By replying

Abort the dump

sp_vol changed session_id, devname, abort

Mount another volume andretry  sp_vol changed session_id, devname, retry

the dump [, frame [, vname]]
Proceed with the dump, sp_vol changed session_id, devname, proceed
overwriting any existingcontents [, fname [, vname]]

Vol umre on device devnane is expired and will be
overwitten.

Dumps that specify the init option overwrite any existing contents of
thetape. During dumpsto single-file media, Backup Server issuesthis
message if you have not specified the init option and the tape contains
a dump whose expiration date has passed.

The operator can

By replying

Abort the dump

sp_vol changed session_id, devname, abort

Mount another volumeand retry  sp_vol changed session_id, session_id, retry

the dump [, session_id [, session_id]]
Proceed with the dump, sp_vol changed session_id, session_id, proceed
overwriting any existing contents [, session_id [, session_id]]

Vol ume to be overwitten on 'devnane’ has not expired:
creation date on this volume is creation_date,
expiration date is expiration_date.

On single-file media, the Backup Server checks the expiration date of
any existing dump unless you specify the init option. The Backup
Server issues this message if the dump has not yet expired.

The operator can

By replying

Abort the dump

sp_vol changed session_id, session_id, abort

Mount another volume and retry

the dump

sp_vol changed session_id, session_id, retry
[, session_id [, session_id]]

Proceed with the dump,

overwriting any existing contents

sp_vol changed session_id, session_id, proceed
[, session_id [, session_id]]
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* Volunme to be overwitten on 'devnane’ has unrecogni zed

| abel dat a.

Dumps that specify theinit option overwrite any existing contents of
the tape. Backup Server issues this message if you try to dump to a
new tape or atape with non-Sybase data without specifying the init

option.

The operator can By replying

Abort the dump sp_vol changed session_id, session_id, abort
Mount another volume andretry  sp_vol changed session_id, session_id, retry
the dump [, session_id [, session_id]]

Proceed with the dump, sp_vol changed session_id, session_id, proceed

overwriting any existing contents

[, session_id [, session_id]]

Volume change prompts for loads

Following are the volume change prompts and possible operator actions

during loads:

e Dunpfile 'fnane’ section vnane found instead of ' fnane’

section vnane.

The Backup Server issues this message if it cannot find the specified
file on asingle-file medium.

The operator can

By replying

Abort the load

sp_vol changed session_id, session_id, abort

Mount another volumeand try to load it

sp_vol changed session_id, session_id,
[, session_id [, session_id]]

retry

Load the file on the currently mounted
volume, even though it is not the
specified file (not recommended)

sp_vol changed session_id, session_id, proceed
[, session_id [, session_id]]

. Mount the next volume to read.

The Backup Server issues this message when it is ready to read the
next section of the dump file from a multivolume dump.

The operator can

By replying

Abort the load

sp_vol changed session_id, session_id, abort

Mount the next volume
and proceed with the load

sp_vol changed session_id, session_id, proceed
[, session_id [, session_id]]
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. Mount the next volume to search.

The Backup Server issues this message if it cannot find the specified
file on multifile medium.

The operator can By replying

Abort the load sp_vol changed session_id, session_id, abort
Mount another volume sp_vol changed session_id, session_id, proceed
and proceed withtheload [, session_id [, session_id] ]

Recovering a database: step-by-step instructions
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The symptoms of mediafailure are as variable as the causes. If only a
single block on the disk is bad, your database may appear to function
perfectly for sometime after the corruption occurs, unlessyou are running
dbcc commands frequently. If an entire disk or disk controller is bad, you
will not be able to use a database. Adaptive Server marks the database as
suspect and displays awarning message. If the disk storing the master
database fails, users will not be able to log in to the server, and users
already logged in will not be able to perform any actions that access the
system tablesin master.

When your database devicefails, Sybase recommendsthefollowing steps:
1 Get acurrent log dump of every database on the device.
2 Examine the space usage of every database on the device.

3 After you have gathered thisinformation for all databases on the
device, drop each database.

Drop the failed device.
Initialize new devices.
Re-create the databases, one at atime.

L oad the most recent database dump into each database.

o N o o b~

Apply each transaction log dump in the order in which it was created.

These steps are described in detail in the following sections.
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Getting a current dump of the transaction log

Use dump transaction with no_truncate to get a current transaction log
dump for each database on the failed device. For example, to get acurrent
transaction log dump of mydb:

dunp transaction nmydb

to "/dev/nrnt 0" at REMOTE_BKP_SERVER
with init, no_truncate,

notify = "operator_consol e"

Examining the space usage

The following steps are recommended to determine which devices your
database uses, how much space is allocated on each device, and whether
the space is used for data, log, or both. You can use thisinformation when
re-creating your databases to ensure that the log, data, and indexes reside
on separate devices, and to preserve the scope of any user segments you
have created.

Note You can also use these steps to preserve segment mappings when
moving a database dump from one server to another (on the same
hardware and software platform).

If you do not use this information to re-create the device all ocations for
damaged databases, Adaptive Server will remap the sysusages table after
load database to account for discrepancies. This meansthat the database’s
system-defined and user-defined segments no longer match the
appropriate device allocations. Incorrect information in sysusages can
result in the log being stored on the same devices as the data, even if the
data and the log were separate before recovery. It can a so change user-
defined segments in unpredictable ways, and can result in a database that
cannot be created using a standard create database command.

To examine and record the device allocations for all damaged databases:

1 Inmaster, examine the device allocations and uses for the damaged
database:

sel ect segmap, size from sysusages
where dbid = db_i d("dat abase_nane")
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2 Examinethe output of the query. Each row with a segmap of “3"
represents adataallocation; each row with asegmap of “4” represents
alog alocation. Higher values indicate user-defined segments; treat
these as dataall ocations, to preserve the scope of these segments. The
size column indicates the number of blocks of data. Note the order,
use, and size of each disk piece.

For example, this output from a server that uses 2K logical pages:

trandates into the sizes and uses described in Table 27-20.

Table 27-20: Sample device allocation

Device allocation Megabytes
Data 20

Data 10

Log 10

Data (user-defined segment) 2

Log 4

Note If the segmap column contains 7s, your data and log are on the
same device, and you can recover only up to the point of the most
recent database dump. Do not usethelog on option to create database.
Just be sure that you allocate as much (or more) space than the total
reported from sysusages.

3 Runsp_helpdb database name for the database. This query lists the
devices on which the data and logs are located:

name db_si ze owner dbi d created

oydb 46,0 MBsa 15  Apr 9 1091

stat us devi ce_fragnents si ze usage

ho options set datadevi 20 MB data only
dat adev2 10 MB data only
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dat adev3 2 MB data only
| ogdevl 10 MB log only
| ogdev1l 4 MB | og only

Dropping the databases

After you have performed the preceding steps for all databases on the
failed device, use drop database to drop each database.

Note If tablesin other databases contain references to any tablesin the
database you are trying to drop, you must remove the referential integrity
constraints with alter table before you can drop the database.

If the system reports errors because the database is damaged when you
issue drop database, use the dropdb option of the dbcc dbrepair command:

dbcc dbrepair (mydb, dropdb)
See the Troubleshooting Guide for more information about dbcc dbrepair.

Dropping the failed devices

After you have dropped each database, use sp_dropdevice to drop the
failed device. See the Adaptive Server Enterprise Reference Manual for
more information.

Initializing new devices

Use disk init to initialize the new database devices. See Chapter 16,
“Initializing Database Devices,” for more information.
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Re-creating the databases
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Use the following steps to re-create each database using the segment
information you collected earlier.

Note If you chose not to gather information about segment usage, use
create database...for load to create anew database that is at least as large
asthe original.

1 Usecreate database with the for load option. Duplicate all device
fragment mappings and sizes for each row of your database from the
sysusages table, up to and including thefirst log device. Usethe order
of therows asthey appear in sysusages. (Theresultsof sp_helpdb are
in alphabetical order by device name, not in order of allocation.) For
example, to re-create the mydb database allocations shown in
Table 27-20 on page 876, enter:

creat e database nmydb

on datadevl = 20,

dat adev2 = 10

| og on | ogdevl = 10
for | oad

Note create database...for load temporarily locks users out of the
newly created database, and load database marks the database offline
for general use. This prevents users from performing logged
transactions during recovery.

2 Usealter database with the for load option to re-create the remaining
entries, in order. Remember to treat device alocations for user
segments as you would data allocations.

Inthisexample, to allocate more data space on datadev3 and morelog
space on logdevl, the command is:

al ter database nydb

on datadev3 = “2M
| og on | ogdevl= "4M
for |oad
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Loading the database

Reload the database using load database. If the origina database stored
objects on user-defined segments (sysusages reports a segmap greater
than 7) and your new device allocations match those of the dumped
database, Adaptive Server preserves the user segment mappings.

If you did not create the new device allocations to match those of the
dumped database, Adaptive Server will remap segments to the available
deviceallocations. Thisremapping may also mix log and dataon the same
physical device.

Note If an additional failure occurs while a database is being loaded,
Adaptive Server does not recover the partially loaded database, and
notifies the user. You must restart the database load by repeating the load
command.

Loading the transaction logs

Useload transaction to apply transaction log backupsin the same sequence
in which they were made.

Adaptive Server checks the timestamps on each dumped database and
transaction log. If the dumps are loaded in the wrong order, or if user
transactions have modified the transaction log between loads, the load
fails.

If you dumped the transaction log using with standby_access, you must
also load the database using standby_access.

After you have brought adatabase up to date, use dbcc commandsto check
its consistency.

Loading atransaction log to a pointin time

You can recover adatabase up to aspecified point intimein itstransaction
log. To do so, use the until_time option of load transaction. Thisisuseful if,
for example, a user inadvertently drops an important table; you can use
until_time to recover the changes made to the database containing the table
up to atime just before the table was dropped.
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To useuntil_time effectively after data has been destroyed, you must know
the exact time the error occurred. You can find this by issuing a select
getdate at the time of the error. For example, suppose a user accidentally
drops an important table, and then afew minutes later you get the current
time in milliseconds:

sel ect convert(char(26), getdate(), 109)

Mar 26 1997 12:45:59: 650PM

After dumping the transaction log containing the error and loading the
most recent database dump, load the transaction logs that were created
after the database was last dumped. Then, load the transaction log
containing the error by using until_time; for example:

| oad transaction enpl oyees_db
from"/dev/nrnt5"
with until _time = "Mar 26 1997 12: 35:59: 650PM

After you load atransaction log using until_time, Adaptive Server restarts
the database’s |og sequence. This means that until you dump the database
again, you cannot load subsequent transaction logs after the load
transaction using until_time. Youwill need to dump the database beforeyou
can dump another transaction log.

Bringing the databases online

Replicated databases
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In this example, the transaction log is loaded up to atime just before the
table drop occurred. After you have applied all transaction log dumpsto a
database, use online database to makeit availablefor use. In thisexample,
the command to bring the mydb database onlineis:

onli ne database mnmydb

Before you upgrade replicated databasesto the current version of Adaptive
Server, the databases must be online. However, you cannot bring
replicated databases online until the logs are drained. If you try to bring a
replicated database online before the logs are drained, Adaptive Server
issues the following message:

Dat abase is replicated, but the log is not yet
drai ned. This database will cone online
automatically after the log is drained.
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Upgrading to the current
release of Adaptive Server

Load sequence

When Replication Server, viathe Log Transfer Manager (LTM), drainsthe
log, online database is automatically issued.

Refer to the installation documentation for your platform for upgrade
instructions for Adaptive Server usersthat have replicated databases.

The load sequence for loading replicated databasesis. load database,
replicate, load transaction, replicate, and so on. At the end of the load
seguence, issue online database to bring the databases online. Databases
that are offline because they are in aload sequence are not automatically
brought online by Replication Server.

Warning! Do not issue online database until all transaction logs are
loaded.

Loading database dumps from older versions

When you upgrade an Adaptive Server installation is upgraded to a new
release, all databases associated with that server are automatically
upgraded.

As aresult, database and transaction log dumps created with a previous
version of Adaptive Server must be upgraded before they can be used with
the current version of Adaptive Server.

Adaptive Server provides an automatic upgrade mechanism — on a per-
database basis — for upgrading a database or transaction log made with
Backup Sever to the current Adaptive Server release, thus making the
dump compatible for use. Thismechanismisentirely internal to Adaptive
Server, and requires no external programs. It provides the flexibility of
upgrading individual dumps as needed.

The following tasks are not supported by this automatic upgrade
functionality:

» Loading an older release of the master database. That is, if you
upgraded Adaptive Server to the current version, you cannot load a
dump of the master database from which you upgraded.

» Installing new or modified stored procedures. Continue to use
installmaster.

881



Loading database dumps from older versions

Loading and upgrading dumps generated previousto SQL Server
release 10.0.

How to upgrade a dump to Adaptive Server

To upgrade a user database or transaction log dump to the current release
of Adaptive Server:
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1

Use load database and load transaction to load the dump to be
upgraded.

Adaptive Server determinesfrom the dump header which versionitis
loading. After the dump header is read, and before Backup Server
begins the load, the database is marked offline by load database or
load transaction. This makes the database unavailable for general use
(queriesand use database are not permitted), providesthe user greater
control over load sequences, and eliminates the possibility that other
users will accidentally interrupt aload sequence.

Use online database, after the dump has successfully loaded, to
activate the upgrade process.

Note Do not issueonline database until after all transaction dumpsare
loaded.

Prior to SQL Server version 11.0, a database was automatically
available at the end of a successful load sequence. With the current
version of Adaptive Server, the user is required to bring the database
online after a successful load sequence, using online database.

For dumps loaded from SQL Server version 10.0, online database
activatesthe upgrade process to upgrade the dumps just loaded. After
the upgrade is successfully completed, Adaptive Server places the
database online and the database is ready for use.

For dumps loaded from the current version of Adaptive Server, no
upgrade process is activated. You must still issue online database to
place the database online — load database marksit as offline.)

Each upgrade step produces a message stating what it is about to do.

An upgrade failure leaves the database offline and produces a
message stating that the upgrade failed and the user must correct the
failure.
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For moreinformation about online database, see the Adaptive Server
Enterprise Reference Manual.

3 After successful execution of online database, use dump database.
The database must be dumped before adump transaction is permitted.
A dump transaction on a newly created or upgraded database is not
permitted until a successful dump database has occurred.

The database offline status bit

The" database offline” statusbit indicatesthat the databaseisnot available
for general use. You can determine whether a database is offline by using
sp_helpdb. It will show that the database is offlineif this bit is set.

When a database is marked offline by load database, a status bit in the
sysdatabases table is set and remains set until the successful completion
of online database.

The “ database offling” status bit works in combination with any existing
status bits. It augments the following status bit to provide additional
control:

* Inrecovery

The “ database offling” status bit overrides the following status bits:
 DBOuseonly

* Readonly

The following status bits override the “ database offline” status bit:
* Began upgrade

*  Bypassrecovery

* Inload

* Not recovered

»  Suspect

*  Usenot recovered

Although the database is not available for general use, you can user these
commands when the database is offline:

*  dump database and dump transaction

J load database and load transaction
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Version identifiers

alter database on device
drop database
online database

dbcc diagnostics (subject to dbcc restrictions)

The automatic upgrade feature provides version identifiers for Adaptive
Server, databases, and log record formats:

Configuration upgrade version ID — shows the current version of
Adaptive Server; it is stored in the sysconfigures table. sp_configure
displaysthe current version of Adaptive Server as*“upgrade version.”

Upgrade version indicator — shows the current version of a database
and is stored in the database and dump headers. The Adaptive Server
recovery mechanism uses this value to determine whether the
database should be upgraded before being made available for general
use.

Log compatibility version specifier — differentiates version 10.x logs
from release 11.x logs by showing the format of log recordsin a
database, database dump, or transaction log dump. This constant is
stored in the database and dump headers and is used by Adaptive
Server to detect the format of |og records during recovery.

Cache bindings and loading databases

If you dump a database and load it onto a server with different cache
bindings, you should be aware of cache bindings for a database and the
objectsin the database. You may want to load the database onto a different
server for tuning or devel opment work, or you may need to load adatabase
that you dropped from a server whose cache bindings have changed since
you made the dump.
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When you bring a database online after recovery or by using online
database after aload, Adaptive Server verifies al cache bindings for the
database and database objects. If a cache does not exist, Adaptive Server
writesawarning to the error log, and the binding in sysattributes is marked
asinvalid. Here is an example of the message from the error log:

Cache binding for database '5', object 208003772,
index '3 is being marked invalid in Sysattributes.

Invalid cache bindings are not deleted. If you create a cache of the same
name and restart Adaptive Server, the binding is marked as valid and the
cacheisused. If you do not create a cache with the same name, you can
bind the object to another cache or allow it to use the default cache.

In the following sections, which discuss cache binding topics, destination
server refersto the server where the databaseis being loaded, and original
server refers to the server where the dump was made.

If possible, re-create caches that have the same names on the destination
server as the bindings on the original server. You may want to configure
poolsin exactly the same manner if you are using the destination database
for similar purposes or for performance testing and development that may
be ported back to the original server. If you are using the destination
database for decision support or for running dbcc commands, you may
want to configure poolsto allow more space in 16K memory pools.

Databases and cache bindings

Binding information for databases is stored in master..sysattributes. No
information about database binding is stored in the database itself. If you
useload database to load the dump over an existing database that is bound
to acache, and you do not drop the database before you issue the load
command, this does not affect the binding.

If the database that you are loading was bound to a cache on the original
server, you can:

¢ Bind the database on the destination server to a cache configured for
the needs on that server, or

¢ Configure poolsin the default data cache on the destination server for
the needs of the application there, and do not bind the database to a
named data cache.
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Database objects and cache bindings

Binding information for objectsis stored in the sysattributes table in the
database itself. If you frequently load the database onto the destination
server, the ssimplest solution isto configure caches of the same name on
the destination server.

If the destination server is not configured with caches of the same name as
the original server, bind the objects to the appropriate caches on the
destination server after you bring the database online, or be sure that the
default cache is configured for your needs on that server.

Checking on cache bindings

Use sp_helpcache to display the cache bindings for database objects, even
if the cache bindings areinvalid.

The following SQL statements reproduce cache binding commands from
the information in a user database’s sysattributes table:

/* create a bindcache statenent for tables */

sel ect "sp_bi ndcache "+ char_value + ",

+ db_nane() + ", " + object_nane(object)
from sysattributes
where class = 3

and object_type = "T"

/* create a bindcache statenment for indexes */

sel ect "sp_bi ndcache "+ char_value + ",
+ db_name() + ", " + i.nane
fromsysattributes, sysindexes i
where class = 3
and object_type = "I"
and i.indid = convert(tinyint, object_infol)
and i.id = object

Cross-database constraints and loading databases

If you use the references constraint of create table or alter database to
reference tables across databases, you may encounter problems when you
try to load a dump of one of these databases.
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e | tablesin adatabase reference a dumped database, referential
integrity errorsresult if youload the database with adifferent name or
on adifferent server from where it was dumped. To change the name
or location of a database when you reload it, use alter tablein the
referencing databaseto drop all external referential integrity restraints
before you dump the database.

e Loading adump of areferenced database that is earlier than the
referencing database could cause consistency issues or data
corruption. As a precaution, each time you add or remove a cross-
database constraint or drop atable that contains a cross-database
constraint, dump both affected databases.

¢ Dump al databases that reference each other at the sametime. To
guard against synchronization problems, put both databasesin single-
user mode for the dumps. When loading the databases, bring both
databases online at the same time.

Cross-database constraints can become inconsistent if you:

¢ Do not load database dumpsin chronological order (for example, you
load a dump created on August 12, 1997, after one created on August
13), or

¢ Load adump into a database with a new name.

If you do not load, cross-database constraints can become inconsistent.
To remedy this problem:

1 Put both databases in single-user mode.

2 Droptheinconsistent referential constraint.

3 Check the data consistency with a query such as:

sel ect foreign_key col fromtablel
where foreign_key not in
(select prinmary_key_col from otherdb.. othertable)

4  Fix any datainconsistency problems.

5 Re-create the constraint.
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This chapter explains how to restore the master, model, and
sybsystemprocs databases.

Topics covered in this chapter include:

Topic Page
What does recovering a system database entail? 889
Symptoms of a damaged master database 890
Recovering the master database 890
Recovering the model database 904
Recovering the sybsystemprocs database 905
Restoring system tables with disk reinit and disk refit 908

What does recovering a system database entail?

The recovery procedure for system databases depends on the database
involved and the problems that you have on your system. In general,
recovery may include:

» Using load database to load backups of these databases,

» Using dataserver, installmaster, and installmodel to restore the initial
state of these databases, or

* A combination of the above tasks.
To make the recovery of system databases as efficient as possible:

» Do not store user databases or any databases other than master,
tempdb, and model on the master device.

*  Always keep up-to-date printouts of important system tables.

»  Alwaysback up the master database after performing actions such as
initializing database devices, creating or altering databases, or adding
new server logins.
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Symptoms of a damaged master database

A damaged master database can be caused by a mediafailurein the area
on which master is stored or by internal corruption in the database. You'll
know if your master database is damaged if:

Adaptive Server cannot start.

There are frequent or debilitating segmentation faults or input/output
errors.

dbcc reports damage during a regular check of your databases.

Recovering the master database

This section describes how to recover the master database and to rebuild
the master device. It assumes:

890

The master database is corrupt, or the master device is damaged.

You have up-to-date printouts of the system tables, listed in “ Backing
up master and keeping copies of system tables” on page 24.

The master device contains only the master database, tempdb, and
model.

You have an up-to-date backup of the master database, and you have
not initialized any devices or created or altered any databases since
last dumping master.

Your server uses the default sort order.

You can also use these proceduresto move your master databaseto alarger
master device.

The Troubleshooting Guide provides more complete coverage of recovery
scenarios.
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About the recovery process

Specia procedures are needed because of the central, controlling nature of
the master database and the master device. Tablesin master configure and
control all Adaptive Server's functions, databases, and data devices. The

recovery process:

¢ Rebuildsthe master deviceto its default state when you first installed

aserver

¢ Restores the master database to the default state

¢ Restoresthe master database to its condition at the time of your last

backup

During the early stages of recovering the master database, you cannot use

the system stored procedures.

Summary of recovery procedure

You must follow the steps bel ow to restore adamaged master device. Each
step is discussed in more detail on the following pages.

Step

See

Find hard copies of the system tables
needed to restore disks, databases and
logins.

“Step one: find copies of system
tables” on page 892

Shut down Adaptive Server, and use
dataserver to build anew master
database and master device.

“Step two: build a new master
device” on page 893

Restart Adaptive Server in master-
recover mode.

“Step three: start Adaptive Server
in master-recover mode” on page
894

Re-create the master database's
dlocations in sysusages exactly.

“Step four: re-create device
alocationsfor master” on page 895

Update Backup Server’s network name
in the sysservers table.

“Step five: check your Backup
Server sysserversinformation” on
page 899

Verify that your Backup Server is
running.

“Step six: verify that your Backup
Server ssrunning” on page 900

Use load database to load the most
recent database dump of master.
Adaptive Server stops automatically
after successfully loading master.

“Step seven: load a backup of
master” on page 900
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Step

See

Update the number of devices
configuration parameter in the
configuration file.

“ Step eight: update the number of
devices configuration parameter”
on page 901.

Restart Adaptive Server in single-user
mode.

“Step nine: restart Adaptive Server
in master-recover mode” on page
901

Verify that the backup of master hasthe
latest system tables information.

“Step ten: check system tablesto
verify current backup of master” on
page 901

Restart Adaptive Server.

“Step eleven: restart Adaptive
Server” on page 902

Check syslogins if you have added new
logins since the last backup of master.

“Step twelve: restore server user
IDs’ on page 902

Restore the model database.

“ Step thirteen: restore the model
database” on page 903

Compare hard copies of sysusages and
sysdatabases with the new online
version, run dbcc checkalloc on each
database, and examine the important
tablesin each database.

“ Step fourteen: check Adaptive
Server” on page 903

Dump the master database.

“Step fifteen: back up master” on
page 904

Step one: find copies of system tables

Find copies of the system tables that you have saved to afile:
sysdatabases, sysdevices, sysusages, sysloginroles, and syslogins. You can
use these to guarantee that your system has been fully restored at the
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completion of this process.

For information on preparing for disaster recovery by making copies of the
system tablesto afile, see “Backing up master and keeping copies of

system tables’” on page 24.
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Step two: build a new master device

Before you run dataserver, check your most recent copy of sysusages. If
it has only one line for dbid 1, your master database has only one disk
allocation piece, and you can go to “ Step five: check your Backup Server
sysservers information” on page 899.

Shut down Adaptive Server, if itisrunning, and rebuild the master device.
When rebuilding the master device, you must specify the device size.

Before you begin, it is important that you remember to;

« Useanew device, preserving the old device in case you encounter
problems. The old device may provide crucial information.

e Shut down Adaptive Server before you use any dataserver command.
If you use dataserver on a master device that isin use by Adaptive
Server, the recovery procedure will fail when you attempt to load the
most recent backup of master.

Run dataserver (UNIX) or sqlsrvr (Windows NT) to build a new master
device and toinstall a copy of a“generic” master database. Give the full
name and full size for your master device.

Note You must give dataserver asize aslarge as or larger than the size
originally used to configure Adaptive Server. If the sizeistoo small, you
will get error messages when you try to load your databases.

The following example rebuilds a 17MB master device.
On UNIX platforms:

dat aserver -d /dev/rsdif -bl7M
On Windows NT:

sql srvr -d d:\devices\master.dat -bl7M

After you run dataserver, the password for the default “sa” account reverts
to NULL.

For details on the dataserver utility, see the Utility Guide.
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Step three: start Adaptive Server in master-recover mode

Start Adaptive Server in master-recover mode with the -m (UNIX and
Windows NT) option.

On UNIX platforms, make a copy of the runserver file, naming it
m_RUN_server_name. Edit the new file, adding the parameter -m to the
dataserver command line. Then start the server in master-recover mode:

startserver -f m RUN_server_name

On Windows NT, start Adaptive Server from the command line using the
sglsrver command. Specify the-m parameter in addition to other necessary
parameters. For example:

sql srver. exe -dD:\ Sybase\ DATA\ MASTER. dat -sPl ANO -eD: \ Sybase\install\errorl og

-i D:\ Sybase\i ni

894

-MD:\ Sybase -m

See the Utility Guide for the complete syntax of these commands.

When you start Adaptive Server in master-recover mode, only one login
of one user—the System Administrator—is allowed. Immediately
following a dataserver command on the master database, only the “sa”
account exists, and its password isNULL.

Warning! Some sites have automatic jobsthat log in to the server at start-
up with the “sa” login. Be sure these are disabled.

Master-recover mode is necessary because the generic master database
created with dataserver does not match the actual situation in Adaptive
Server. For example, the database does not know about any of your
database devices. Any operations on the master database could make
recovery impossible or at least much more complicated and time-
consuming.

An Adaptive Server started in master-recover mode is automatically
configured to alow direct updates to the system tables. Certain other
operations (for example, the checkpoint process) are disallowed.

Warning! Ad hoc changesto system tables are dangerous—some changes
can render Adaptive Server unable to run. Make only the changes
described in this chapter, and always make the changes in a user-defined
transaction.
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Step four: re-create device allocations for master

If more than one row for dbid 1 appearsin your hard copy of sysusages,
you heed to increase the size of master so that you can load the dump. You
must duplicate the vstart value for each allocation for master in sysusages.
Thisiseasiest to do if you have a copy of sysusages ordered by vstart.

In the simplest cases, additional allocationsto master require only the use
of alter database. In more complicated situations, you must allocate space
for other databasesto reconstruct the exact vstart values needed to recover
master.

In addition to the master database, tempdb (dbid = 2 ) and model (dbid = 3)
are located wholly or partially on the master device.

Determining which allocations are on the master device

Note The examplesin this section assume a server that uses 2K logical
pages.

To determine which vstart values represent allocations on the master
device, look at the sysdevices table. It shows the low and high values for
each device. Databases devices aways have acntritype of O; the following
exampl e does not include the rows for tape devices.

Figure 28-1: Determining allocations on the master device

| ow hi gh status cntrltype nane phyname mrrornane
0 <8703 3 > 0 master  d_master NULL
16777216 16782335 2 0 sprocdev /sybase/ NULL
sp_dev
page range
for master
device

In this example, page numbers on the master device are between 0 and
8703, so any database all ocation with sysusages.vstart valuesin thisrange
represent allocations on the master device.

Check all rows for master (except the first) in your saved sysusages
output. Here is sample sysusages information, ordered by vstart:
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Figure 28-2: Sample output from sysusages

dbi d segmap Istart size vstart pad unreservedpgs
1 7 0 1536 4 NULL 480
3 7 0 1024 LL 680
2 7 0 1024 LL 680
7 1536 024 3588 NULL 1024
4 7 0 v5120 4432WNULL 1560
dbid = 1, an size of this vstart between
additional allocation 0 and 8703

allocation for

In thisexample, thefirst four rows have vstart values between 4 and 3588.
Only dbid 4 is on another device.

dataserver re-creates the first three rows, so sysusages in your newly
rebuilt master database should match your hard copy.

The fourth row shows an additional allocation for master with
vstart = 3588 and size = 1024.

Figure 28-3 shows the storage allocations for the above sysusages data.

Figure 28-3: Allocations on a master device

— 4 master,
3MB
vstart __| | Master
1540 model, 2MB Device

2564 tempdb,

3588 master,
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In Figure 28-3, you need only to issue an alter database command to
increase the size of the master database. To determine the size to provide
for this command, ook at the size column for the second allocation to
master. Divide by 512. In this example, the additional row for master
indicates an allocation of 1024 data pages, so the correct parameter is 2,
the result of 1024/512.

Usethat result for the alter database command. Logintotheserver as“sa.”
Remember that dataserver has set the password for this account to NULL.
Issue the alter database command. For the example above, use:

al ter dat abase naster on nmaster = “2M

Check the size and vstart values for the new row in sysusages.

Creating additional allocations

dbi

1
3

o
o

6

dbid = 1, additional
allocations for mast

Your output from sysusages may have more allocations on the master
deviceif:

¢ You have upgraded Adaptive Server from an earlier version

¢ A System Administrator has increased the size of master, model, or
tempdb on the master device

You must restore these allocations up to the last row for the master
database, dbid 1. Here is an example of sysusages showing additional
allocations on the master device, in vstart order:

Figure 28-4: Sample sysusages output with additional allocations

d segmap Istart size vstart pad unreservedpgs

7 0 1536 80
7 0 1024 632
7 0 1024 624
7 1536 1024 1016
7 2560 512 512
7 1024 1024 1024
7 0 14336 335544328 NULL 13944
3 0 1024 50331648 | NULL 632
4 1024 1024 67108864 | NULL 1024
7 0 1024 83886080 |NULL 632

vstart between

er 0 and 8703
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This copy of sysusages shows the following allocations on the master
device (excluding the three created by dataserver):

e Onefor master, dbid = 1, size = 1024, vstart = 3588

e Onefor tempdb, dbid = 2, size = 512, vstart = 4612

*  Another allocation for master, dbid = 1, size = 1024, vstart = 5124
Thefinal alocationsin this output are not on the master device.
Figure 28-5 shows the allocations on the master device.

Figure 28-5: Complex allocations on a master device

4 master,

tart
vstart — 1540 model, I Mas_ter
Device

2654 tempdb,

3588 master,

4612 tempdb,

5124 master,

You need to issue aset of alter database and create database commandsto
re-create al the allocations with the correct sizes and vstart values. If
sysusages lists additional allocations on the master device after the last
allocation for master, you do not have to re-create them.

To determine the size for the create database and alter database
commands, divide the value shown in the size column of the sysusages
output by 512.

To reconstruct the allocation, issue these commands, in this order:
* Torestorethe first alocation to master, dbid 1, size = 1024:
al ter database nmaster on default = “2M

e To allocate more space to tempdb, dbid 2, size = 512:
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al ter database tenmpdb on default = “1M
* To add thefinal allocation to master, dbid 1, size = 1024:
al ter database nmaster on default = “1M

You need to restore only the allocations up to and including the last line
for the master database. When you |oad the backup of master, thistableis
completely restored from the dump.

At thispoint, carefully check the current sysusages valueswith the values
in your hard copy:

o If al of the vstart and size values for master match, go to “ Step five:
check your Backup Server sysserversinformation” on page 899.

» If thevaluesdo not match, an attempt to load the master database will
almost certainly fail. Shut down the server, and begin again by
running dataserver. See “ Step two: build a new master device” on
page 893.

» If your sysusages valueslook correct, go to “ Step five: check your
Backup Server sysserversinformation” on page 899.

Step five: check your Backup Server sysservers information
Logintothe server as“sa,” using anull password.

If the network name of your Backup Server is not SYB_BACKUP, you
must update sysservers so that Adaptive Server can communicate with its
Backup Server. Check the Backup Server namein your interfacesfile, and
issue this command:

sel ect *
from sysservers
where srvnane = " SYB_BACKUP"

Check the srvnetname in the output from this command. If it matches the
interfacesfile entry for the Backup Server for your server, goto “ Step six:
verify that your Backup Server ssrunning” on page 900.

If the reported srvnetname is not the same as the Backup Server in the
interfaces file, you must update sysservers. The example below changes
the Backup Server’s network name to PRODUCTION_BSRV:

begi n transaction
updat e sysservers
set srvnetnane = "PRODUCTI ON_BSRV"
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where srvnane = " SYB_BACKUP"

Execute this command, and check to be sure that it modified only one row.
Issue the select command again, and verify that the correct row was
modified and that it contains the correct value. If update modified more
than one row, or if it modified the wrong row, issue arollback transaction
command, and attempt the update again.

If the command correctly modified the Backup Server’srow, issue a
commit transaction command.

Step six: verify that your Backup Server ss running

On UNIX platforms, use the showserver command to verify that your
Backup Server isrunning; restart your Backup Server if necessary. See
showserver and startserver in the Utility Guide.

On Windows NT, alocally installed Sybase Central and the Services
Manager show whether Backup Server is running.

See the Utility Guide for the commands to start Backup Server.

Step seven: load a backup of master

900

L oad the most recent backup of the master database. Here are examples of
the load commands:

On UNIX platforms:

| oad dat abase naster from "/dev/nrnt4"
On Windows NT:

| oad dat abase naster from "\\.\ TAPEO"

See Chapter 27, “Backing Up and Restoring User Databases,” for
information on command syntax.

After load database completes successfully, Adaptive Server shuts down.
Watch for any error messages during the load and shut down processes.
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Step eight: update the number of devices configuration parameter

Perform this step only if you use more than the default number of database
devices. Otherwise, go to “ Step nine: restart Adaptive Server in master-
recover mode” on page 901.

Configuration values are not available to Adaptive Server until after
recovery of the master database, so you need to instruct Adaptive Server
to read the appropriate value for the number of devices parameter from a
configuration file at start-up.

If your most recent configuration fileis not available, edit aconfiguration
file to reflect the correct value for the number of devices parameter.

Edit therunserver file. Add the -c parameter to the end of the dataserver or
sglsrver command, specifying the name and location of the configuration
file. When Adaptive Server starts, it reads the parameter values from the
specified configuration file.

Step nine: restart Adaptive Server in master-recover mode

Use startserver to restart Adaptive Server in master-recover mode (see
“ Step three: start Adaptive Server in master-recover mode” on page 894).
Watch for error messages during recovery.

L oading the backup of master restores the “sa”’ account to its previous
state. It restoresthe password onthe“sa” account, if oneexists. If you used
sp_locklogin to lock this account before the backup was made, the “sa”
account will now be locked. Perform the rest of the recovery steps using
an account with the System Administrator role.

Step ten: check system tables to verify current backup of master

If you have backed up the master database since issuing the most recent
disk init, create database, or alter database command, then the contents of
sysusages, sysdatabases, and sysdevices will match your hard copy.

Check the sysusages, sysdatabases, and sysdevices tablesin your
recovered server against your hard copy. Look especially for these
problems:
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e |If any devicesin your hard copy are not included in the restored
sysdevices, then you have added devices since your last backup, and
you must run disk reinit and disk refit. For information on using these
commands, see “Restoring system tables with disk reinit and disk
refit” on page 908.

e |f any databaseslisted in your hard copy are not listed in your restored
sysdatabases table, you have added a database since the last time you
backed up master. You must run disk refit (see “ Restoring system
tables with disk reinit and disk refit” on page 908).

Step eleven: restart Adaptive Server

Restart Adaptive Server in normal (multiuser) mode.

Step twelve: restore server user IDs

Check your hard copy of syslogins and your restored syslogins table. L ook
especialy for the following situations and reissue the appropriate
commands, as necessary:

e |If you have added server logins since the last backup of master,
reissue the sp_addlogin commands.

e |If you have dropped server logins, reissue the sp_droplogin
commands.

e If you have locked server accounts, reissue the sp_locklogin
commands.

e Check for other differences caused by the use of sp_modifylogin by
users or by System Administrators.

Make sure that the suids assigned to users are correct. Mismatched suid
valuesin databases can lead to permission problems, and users may not be
able to access tables or run commands.

An effective technique for checking existing suid valuesisto perform a
union on each sysusers table in your user databases. You can include
master in this procedure, if users have permission to use master.

For example:

sel ect suid, name from master..sysusers
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uni on
sel ect suid, name from sal es..sysusers
uni on
sel ect suid, name from parts..sysusers
uni on

sel ect suid, name from accounting..sysusers

If your resulting list shows skipped suid values in the range where you
need to redo the logins, you must add placeholders for the skipped values
and then drop them with sp_droplogin or lock them with sp_locklogin.

Step thirteen: restore the model database
Restore the model database:

*  Load your backup of model, if you keep a backup.
* If you do not have a backup:
* Runtheinstallmodel script:
On most platforms:

cd $SYBASE/ scri pts
isql -Usa -Ppassword -Sserver_nane < install nodel

On Windows NT:

cd $SYBASE/ scri pts
isql -Usa -Ppassword -Sserver_nane < instnodl

¢ Redo any changes you made to model.

Step fourteen: check Adaptive Server
Check Adaptive Server carefully:
1 Compareyour hard copy of sysusages with the new online version.

2 Compareyour hard copy of sysdatabases with the new online
version.

3 Run dbcce checkalloc on each database.
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4  Examine the important tables in each database.

Warning! If you find discrepancies in sysusages, call Sybase
Technical Support.

Step fifteen: back up master

When you have completely restored the master database and have run full
dbcc integrity checks, back up the database using your usual dump
commands.

Recovering the model database

This section describesrecovery of the model database when only the model
database needed to be restored. It includesinstructions for these scenarios:

e You have not made any changesto model, so you need to restore only
the generic model database.

e You have changed model, and you have a backup.

e You have changed model, and you do not have a backup.

Restoring the generic model database

dataserver can restore the model database without affecting master.

Warning! Shut down Adaptive Server before you use any dataserver
command.

On UNIX platforms:
dat aserver -d /devnane -x
On Windows NT:

sql srvr -d physical nane -x
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Restoring model from a backup

If you can issue the model successfully, you can restore your model
database from a backup with load database.

If you cannot use the database:

1 Follow theinstructions for “ Restoring the generic model database”
on page 904.

2 If you have changed the size of model, reissue alter database.

3 Load the backup with load database.

Restoring model with no backup
If you have changed your model database, and you do not have a backup:

»  Follow the stepsfor “Restoring the generic model database” on page
904.

* Reissue all the commands you issued to change model.

Recovering the sybsystemprocs database

The sybsystemprocs database stores the system procedures that are used to
modify and report on system tables. If your routine dbcc checks report
damage, and you do not keep a backup of this database, you can restore it
using installmaster. If you do keep backups of sybsystemprocs, you can
restore it with load database.

Restoring sybsystemprocs with installmaster

1 Check to seewhat logical device currently storesthe database. If you
can still use sp_helpdb, issue:

sp_hel pdb sybsyst enprocs
namne db_si ze owner dbid
created
status
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sybsyst enmpr ocs 28.0 MB sa 4
Aug 07, 1993
trunc | og on chkpt
devi ce_fragments si ze usage free kbytes
sprocdev 28.0 MB data and | og 3120

The “device _fragments’ column indicates that the database is stored
on sprocdev.

If you cannot use sp_helpdb, thisquery reportsthe devicesused by the
database and the amount of space on each device:

sel ect sysdevices. nane, sysusages.size / 512
from sysdevi ces, sysdat abases, sysusages
wher e sysdat abases. name = "sybsyst enprocs”
and sysdat abases. dbid = sysusages. dbi d
and sysdevi ces. | ow <= sysusages.size + vstart
and sysdevi ces. high >= sysusages.size + vstart -1
nane

sprocdev 28
2 Drop the database:
drop dat abase sybsystenprocs

If the physical disk isdamaged, use dbcc dbrepair to drop the database
and then use sp_dropdevice to drop the device. If necessary, use disk
init to initialize a new database device. See Chapter 16, “Initializing

Database Devices,” for more information on disk init.

3 Re-create the sybsystemprocs database on the device, using the size
returned by the query under step 1:

creat e database sybsystenprocs
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on sprocdev = 28

Note Therequired sizefor sybsystemprocs may be different for your
operating system. See the installation documentation for your
platform for the correct size.

4 Runtheinstallmaster script.

Warning! Running installmaster repeatedly can change the
distribution of index valuesin such away that the sysprocedures table
will require much more disk space to store the same amount of data.
To avoid this problem, drop and re-create sybsystemprocs before
running installmaster.

On UNIX platforms:

cd $SYBASE/ scripts
isql -Usa -Ppassword -Sserver_nane <
i nstal | master

On Windows NT:

cd $SYBASE/ scri pts
isql -Usa -Ppassword -Sserver_nane < instnstr

5 If you have made any changesto permissionsin sybsystemprocs, or if
you have added your own procedures to the database, you must redo
the changes.

Restoring sybsystemprocs with load database

If you write system proceduresand storethem in sybsystemprocs, thereare
two ways to recover them if the database is damaged:

¢ Restore the database from installmaster, as described in step 4 under
“Restoring sybsystemprocs with installmaster” on page 905. Then
re-create the procedures by reissuing the create procedure commands.

¢ Keep backups of the database, and load them with load database.
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Restoring system tables with disk reinit and disk refit

If you choose to keep a backup of the database, be sure that the complete
backup fits on one tape volume or that more than one Adaptive Server is
able to communicate with your Backup Server. If adump spans more than
one tape volume, issue the change-of-volume command using
sp_volchanged, which is stored in sybsystemprocs. You cannot issue that
command in the middle of recovering a database.

Following are sample |load commands:

On UNIX:

| oad dat abase sybsystenprocs from"/dev/nrnt4"
On Windows NT:
| oad dat abase sybsystenprocs from "\\.\ TAPEQO"

Restoring system tables with disk reinit and disk refit

When you are restoring the master database from a dump that does not
reflect the most recent disk init or create database and alter database
commands, follow the proceduresin this section to restore the proper
information in the sysusages, sysdatabases, and sysdevices tables.

Restoring sysdevices with disk reinit
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If you have added any database devicessincethelast dump—that is, if you
have issued a disk init command—you must add each new device to
sysdevices with disk reinit. If you saved scripts from your original disk init
commands, use them to determine the parameters for disk reinit (including
the original value of vstart). If the size you provideistoo small, or if you
use a different vstart value, you may corrupt your database.

If you did not save your disk init scripts, ook at your most recent hard copy
of sysdevices to determine some of the correct parameters for disk reinit.
You will still need to know the value of vstart if you used a custom vstart
in the original disk init command.

Table 28-1 describes the disk reinit parameters and their corresponding
sysdevices data:
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Table 28-1: Using sysdevices to determine disk reinit parameters

disk reinit sysdevices

parameter data Notes

name name Use the same name, especially if you
have any scripts that create or alter
databases or add segments.

physname phyname Must be full path to device.

vdevno low/16777216 Not necessary to use the same value

for vdevno, but be sure to use avaue
not already in use.

size (high -low) +1 Extremely important to provide
correct size information.

You can a'so obtain information on devices by reading the error log for
name, physname, and vdevno, and using operating system commands to
determine the size of the devices.

If you store your sybsystemprocs database on a separate physical device,
be sure to include a disk reinit command for sybsystemprocs, if it is not
listed in sysdevices.

After running disk reinit, compare your sysdevices table to the copy you
made before running dataserver.

disk reinit can be run only from the master database and only by a System
Administrator. Permission cannot be transferred to other users. Its syntax
is:
disk reinit

name = "device_name",

physname = "physical_name",

[vdevno = virtual_device_number,]

size = number_of blocks

[, vstart = virtual_address,

cntritype = controller_number]

For more information on disk reinit, see the discussion of disk init in
Chapter 16, “Initializing Database Devices,” or the Adaptive Server
Reference Manual.

Restoring sysusages and sysdatabase with disk refit

If you have added database devices or created or altered databases since
the last database dump, use disk refit to rebuild the sysusages and
sysdatabases tables.
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disk refit can be run only from the master database and only by a System
Administrator. Permission cannot be transferred to other users. Its syntax
is:

disk refit

Adaptive Server shuts down after disk refit rebuilds the system tables.
Examine the output while disk refit runs and during the shutdown process
to determine whether any errors occurred.

Warning! Providing inaccurate information in the disk reinit command
may lead to permanent corruption when you update your data. Be sure to
check Adaptive Server with dbcc after running disk refit.




CHAPTER 29

Managing Free Space with
Thresholds

When you create or alter adatabase, you allocate afinite amount of space
for its data and log segments. As you create objects and insert data, the
amount of free space in the database decreases.

This chapter explains how to use threshol ds to monitor the amount of free
space in a database segment.

Topics include:

Topic Page
Monitoring free space with the | ast-chance threshold 911
Rollback records and the last-chance threshold 914
L ast-chance threshold and user log caches for shared log and data 918
segments

Using alter database when the master database reaches the last- 921
chance threshold

Automatically aborting or suspending processes 921
Waking suspended processes 922
Adding, changing, and deleting thresholds 922
Creating a free-space threshold for the log segment 925
Creating additional thresholds on other segments 929
Creating threshold procedures 930
Disabling free-space accounting for data segments 935

Monitoring free space with the last-chance threshold

All databases have alast-chance threshold, including master. The
threshold is an estimate of the number of free log pages that are required
to back up the transaction log. Asyou allocate more space to the log
segment, Adaptive Server automatically adjusts the last-chance threshol d.
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Monitoring free space with the last-chance threshold

When the amount of free space in the log segment falls bel ow the last-
chancethreshold, Adaptive Server automatically executesaspecial stored
procedure called sp_thresholdaction. (You can specify adifferent |ast-
chance threshold procedure with sp_modifythreshold.)

Figure 29-1 illustrates alog segment with a last-chance threshold. The
shaded arearepresents | og space that has already been used; the unshaded
area represents free log space. The last-chance threshold has not yet been
crossed.

Figure 29-1: Log segment with a last-chance threshold

Threshold
Space Used Free Space
< _More free space Less free —_—

Crossing the threshold

As users execute transactions, the amount of free log space decreases.
When the amount of free space crossesthelast-chancethreshold, Adaptive
Server executes sp_thresholdaction:

Figure 29-2: Executing sp_thresholdaction when the last-chance
threshold is reached

Threshold
Space Used Free Space
< More free space Less free —
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Controlling how often sp_thresholdaction executes

Adaptive Server uses a hysteresis value, the global variable
@@thresh_hysteresis, to control how sensitivethresholdsaretovariations
in free space.

A threshold is deactivated after it executes its procedure, and remains
inactive until the amount of free space in the segment rises
@@thresh_hysteresis pages abovethethreshold. This preventsthresholds
from executing their procedures repeatedly in response to minor
fluctuations in free space. You cannot change the value of
@@thresh_hysteresis.

For example, when the threshold in Figure 29-2 executes
sp_thresholdaction, it is deactivated. In Figure 29-3, the threshold is
reactivated when the amount of free space increases by the value of
@@thresh_hysteresis:

Figure 29-3: Free space must rise by @@thresh_hysteresis to
reactivate threshold

Threshold + @@thresh_hysteresis pages

Threshold
Space Used Free Space
< More free space Less free —
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Rollback records and the last-chance threshold

Rollback records and the last-chance threshold

Adaptive Server version 11.9 and later include rollback recordsin the
transaction logs. Rollback records are logged whenever atransaction is
rolled back. Servers save enough space to log arollback record for every
update belonging to an open transaction. If atransaction completes
successfully, no rollback records are logged, and the space reserved for
them is released.

In long-running transactions, rollback records can reserve large amounts
of space. However, because Adaptive Server does not allocate the space
reserved for the rollback records to the transaction log, this spaceis not
reported by either sp_spaceused or dbcc checktable.

If the last chance threshold for the transaction log fires when it seemsto
have sufficient space, it may be the space reserved for rollbacks that is
causing the problem. See “ Determining the current space for rollback
records’ on page 915 for more information.

Calculating the space for rollback records

914

To calculate the increased amount of space to add to atransaction log to
accommaodate rollback records, estimate:

e Thenumber of update recordsin the transaction log that are likely to
belong to already rolled-back transactions

*  Themaximum number of updaterecordsinthetransactionlogthat are
likely to belong to open transactions at any one time

Update records are the records that change the timestamp value. They
include changes to datapages, indexpages, allocation pages, and so on.

Each rollback record requires approximately 60 bytes of space, or 3 one
hundredths of apage. Thus, the calculation for including rollback records
(RRs) in the transaction log is:

Added space, in pages = (logged RRs + # open updates) X 3/100

You may also want to add log space to compensate for the effects of
rollback records on the last-chance threshold and on user-defined
thresholds, as described in the following sections.
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Using Ict_admin to determine the free log space

Use the logsegment_freepages to determine the amount of free space your
dedicated |og segment has. The syntax is:

Ict_admin("logsegment_freepages’, database_id)

for example, to see the amount of free pages for the pubs2 database log
segment:

sel ect |ct_admin(“l ogsegnment _freepages”, 4

Determining the current space for rollback records

To determine the number of pages a database currently reserved for
rollbacks, issue Ict_admin with the reserved_for_rollbacks parameter. The
partial syntax for Ict_admin is:

select Ict_admin ("reserved_for_rollbacks", dbid, 0)

The number of pages returned are the number reserved, but not yet
allocated, for rollback records.

For example, to determine the number of pages reserved for rollbacks in
the pubs2 database (which has a pubid of 5), issue the following:

select lct_adnmin("reserved_for_roll backs", 5, 0)

See the Adaptive Server Reference Manual for more information about
Ict_admin

Effect of rollback records on the last-chance threshold

Adaptive Serversthat use rollback records must reserve additional room
for the last-chance threshold. The last-chance threshold (“LCT") isalso
likely to be reached sooner because of the space used by already logged
rollback records and the space reserved against open transactions for
potential rollback records. Figure 29-4 illustrates how spaceisused in a
transaction log with rollback records:
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Figure 29-4: Space used in log with rollback records

11.9 Pre-11.9

LCT LCT
Reserved
Logged updates - Free space
and rollback records
space

In Figure 29-4, in the 11.9 Adaptive Server, log space is occupied by
logged rollback records for closed transactions that did not complete
successfully. In addition, space is reserved for rollback records that may
need to be logged, if any of the currently open transactions do not
complete successfully. Together, the spacefor logged rollback recordsand
for potential rollback recordsislikely to be considerably greater than the
extra space for the last-chance threshold. Consequently, transaction logs
that use rollback records reach the last-chance threshold significantly
sooner than transaction logs that do not use rollback records, even if the
size of the transaction log is not increased.

In general, about 18 percent morelog spaceisreserved for the last-chance
threshold in 11.9 and later Adaptive Serversthan in earlier versions. For
example, for atransaction log of 5000 pages, version 11.5 reserves 264
pages and version 11.9 reserves 312 pages. Thisis an increase of 18.18
percent between version 11.5 and 11.9.

User-defined thresholds

916

Because rollback records occupy extra space in the transaction log, there
isless free space after the user-defined threshold for completing a dump
than in versions of Adaptive Server that do not use rollback records (See
Figure 29-4). However, the loss of space for a dump because of the
increased | ast-chance threshold is likely to be more than compensated for
by the space reserved for rollback records for open transactions.

Upgrading to version that uses rollback records affects user-defined
thresholdssimilarly to theway it effectslast-chance threshol ds. Figure 29-
5illustrates the effect of upgrading to an Adaptive Server using rollback
records on a user-defined threshol d:



CHAPTER 29 Managing Free Space with Thresholds

Figure 29-5: Effect of upgrading on user-defined thresholds

User-defined 11.9 Pre-11.9

threshold LCT LCT
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and rollback records roliback
space

A user-defined threshold such as the one in Figure 29-5 is often used to
initiate adump transaction. The threshold is set so there is enough room to
complete the dump before the last-chance threshold is reached and all
open transactions in the log are suspended.

In databases that use mixed log and data, the last-chance threshold moves
dynamically, and its value can be automatically configured to belessthan
the user-defined threshold. If this happens, the user-defined threshold is
disabled, and the last chance threshold fires before the user-defined
threshold is reached, as shown in Figure 29-6:

Figure 29-6: LCT firing before user-defined threshold

User-defined

threshold
| A |
(% I
Reserve
Logged updates |
and rollback records rollback | Free space
space

New LCT Old LCT
overrides
user-defined
threshold

The user-defined threshold is re-enabled if the value of last-chance
threshold is configured to be greater than the user-defined threshold (for
example, if the last chance threshold is reconfigured for the value of “Old
LCT” in Figure 29-6).
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Last-chance threshold and user log caches for shared log and data segments

In databases with a separate |og segment, the log has a dedicated amount
of space and the last-chance threshol d is static. The user-defined threshold
is not affected by the last-chance threshold.

Last-chance threshold and user log caches for shared
log and data segments

918

Every database in an Adaptive Server has a last-chance threshold and all
databases allow transactionsto be buffered in a user log cache. When you
initially create a database with shared log and data segments, its last-
chance threshold is based on the size of the model database. As soon as
datais added and logging activity begins, the last-chance threshold is
recal culated dynamically, based on available space and currently open
transactions. Thelast-chance threshold of adatabase with separatelog and
data segments is based on the size of the log segment and does not vary
dynamically.

To get the current last-chance threshold of any database, you can use
Ict_admin with the reserve parameter and a specification of 0 log pages:

select Ict_admin("reserve”,0)

Thelast-chancethreshold for adatabaseis stored in the systhresholds table
and is also accessible through sp_helpthreshold. However, note that:

*  sp_helpthreshold returns user-defined thresholds and other data, as
well as an up-to-date value for the last-chance threshold. Using
Ict_admin issimpler if you need only the current last-chancethreshold.
Either of these values produce the most current value for the last-
chance threshold.

«  For adatabase with shared log and data segments, the last-chance
threshold value in systhresholds may not be the current last-chance
threshold value.
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Reaching last-chance threshold suspends transactions

The default behavior of Adaptive Server isto suspend open transactions
until additional log space is created. Transactions suspended because of
the last-chance threshold can be terminated using the abort parameter of
the Ict_admin system function, described in “Using Ict_admin abort to
abort suspended transactions,” below. For information about configuring
Adaptive Server to automatically abort suspended processes, see

“ Automatically aborting or suspending processes’ on page 921.

Using Ict_admin abort to abort suspended transactions

Transaction log

When the transaction log reaches the last-chance threshold, all becomes
made available. Typically, spaceiscreated by dumping thetransaction log,
since this removes committed transactions from the beginning of the log.
However, if one or more transactions at the beginning of the log is still
open, it prevents a dump of the transaction log.

Use Ict_admin abort to terminate suspended transactions that are
preventing a transaction log dump. Since terminating a transaction

closesit, this allows the dump to proceed. Figure 29-7 illustrates a
possible scenario for using Ict_admin abort:

Figure 29-7: Example of when to use of Ict_admin abort

LCT

T1

T2|

|
1
T3
| T4} |

TS5} |
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In Figure 29-7, atransaction log has reached its LCT, and open
transactions T1 and T6 are suspended. Because T1 is at the beginning of
thelog, it prevents adump from removing closed transactions T3 through
T5 and creating space for continued logging. Terminating T1 with
Ict_admin abort allows you to close T1 so that a dump can clear
transactions T1 through T5 from the log.

Ict_admin abort replacesIct_admin unsuspend.
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Ict_admin abort syntax

The syntax for Ict_admin abort is:
Ict_admin("abort", {process_id [, database_id]})

Before you can abort a transaction, you must first determineitsID. See
“Getting the process ID for the oldest open transaction,” below for
information about determining the transaction’s pid.

To terminate the oldest transaction, enter the process ID (spid) of the
process that initiated the transaction. This also terminates any other
suspended transactions in the log that belong to the specified process.

For example, if process 83 holds the oldest open transactionin a
suspended |og, and you want to terminate the transaction, enter:

select |ct_adm n("abort", 83)

This also terminates any other open transactions belonging to process 83
in the same transaction log.

To terminate all open transactionsin the log, enter:

select |ct_adm n("abort", 0, 12)

Getting the process ID for the oldest open transaction
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Usethe following query to find the spid of the oldest open transactionin a
transaction log that has reached its last-chance threshold:

use naster

go

sel ect dbid, spid from syslogshold
where dbid = db_i d("nane_of _dat abase")

For example, to find the oldest running transaction on the pubs2 database:

sel ect dbid, spid fromsyslogshold
where dbid = db_id ("pubs2")
dbid spid
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Using alter database when the master database
reaches the last-chance threshold

When thelast-chance threshold on the master database isreached, you can
use alter database to add space to the master database’s transaction log.
Thisallows more activity in the server by causing suspended transactions
in the log to become active. However, while the master transaction log is
at itslast-chance threshold, you cannot use alter database to make changes
in other databases. Thus, if both master and another database reach their
last-chance thresholds, you would first need to use alter database to add
log space to the master database, and then use it again to add log space to
the second database.

Automatically aborting or suspending processes

By design, the last-chance threshold allows enough free log space to
record adump transaction command. There may not be enough room to
record additional user transactions against the database.

When the last-chance threshold is crossed, Adaptive Server suspends user
processes and displays the message:

Space available in the | og segment has fallen
critically lowin database 'nmydb’. Al future
nmodi fications to this database will be suspended
until the log is successfully dunped and space
becones avail abl e.

Only commands that are not recorded in the transaction log (select or
readtext) and commands that might be necessary to free additional 1og
space (dump transaction, dump database, and alter database) can be
executed.

Using abort tran on log full to abort transactions

To configure the last-chance threshold to automatically abort open
transactions, rather than suspend them:

sp_dboption database_name "abort tran on log full", true
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Waking suspended processes

Waking suspend

Adding, changin

Displaying informati
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If you upgrade from a previous version of Adaptive Server, the newly
upgraded server retains the abort tran on log full setting.

ed processes

After dump transaction frees sufficient log space, suspended processes
automatically awaken and complete. If writetext or select into has resulted
in unlogged changes to the database since the last backup, the last-chance
threshold procedure cannot execute dump transaction. When this occurs,
make a copy of the database with dump database, then truncate the log
with dump transaction.

If this does not free enough space to awaken the suspended processes, you
may need to increase the size of the transaction log. Use the log on option
of alter database to allocate additional log space.

Asalast resort, System Administrators can use the sp_who command to
determine which processes are in alog suspend status and then use the kill
command to kill the sleeping process.

g, and deleting thresholds

The Database Owner or System Administrator can create additional
thresholds to monitor free space on any segment in the database.
Additional thresholdsarecalled fr ee-spacethr esholds. Each database can
have up to 256 thresholds, including the last-chance threshold.

sp_addthreshold, sp_modifythreshold, and sp_dropthreshold allow you to
create, change, and delete thresholds. To prevent users from accidentally
affecting thresholds in the wrong database, these procedures require that
you specify the name of the current database.

on about existing thresholds

Use sp_helpthreshold to get information about al thresholdsin adatabase.
Use sp_helpthreshold segment_name to get information about the
thresholds on a particular segment.
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The following example displays information about the thresholds on the
database’s default segment. Since “ default” is areserved word, you must
enclose it in quotation marks. The output of sp_helpthreshold shows that
thereis one threshold on this segment set at 200 pages. The 0 in the “last
chance” column indicates that thisis a free-space threshold instead of a
last-chance threshold:

sp_hel pthreshol d "defaul t"
segnent nane free pages | ast chance? threshol d procedure

def aul t 200 0 space_dat aseg

(1 row affected, return status = 0)

Thresholds and system tables

The system table systhresholds holds information about thresholds.
sp_helpthreshold uses this table to provide its information. In addition to
information about segment name, free page, | ast-chance status, and the
name of the threshold procedure, the table al so records the server user ID
of the user who created the threshold and the roles had at the moment the
threshold was created.

Adaptive Server getsinformation about how much free spaceisremaining
in a segment—and whether to activate a threshold—from the built-in
system function curunreservedpgs().

Adding a free-space threshold
Use sp_addthreshold to create free-space thresholds. Its syntax is:

sp_addthreshold dbname, segname, free_space, proc_name

The dbname must specify the name of the current database. The remaining
parameters specify the segment whose free space is being monitored, the
size of thethreshold in database pages, and the name of a stored procedure.

When the amount of free space on the segment falls below the threshold,
an internal Adaptive Server process executes the associated procedure.
This process has the permissions of the user who created the threshold
when he or she executed sp_addthreshold, less any permissions that have
since been revoked.
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Adding, changing, and deleting thresholds

Thresholds can execute a procedure in the same database, in another user
database, in sybsystemprocs, or in master. They can also call aremote
procedure on an Open Server. sp_addthreshold does not verify that the
threshold procedure exists when you create the threshold.

Changing a free-space threshold

Use sp_modifythreshold to associate a free-space threshold with a new
threshold procedure, free-space value, or segment. sp_modifythreshold
dropsthe existing threshold and createsanew oneinitsplace. Itssyntax is:

sp_maodifythreshold dbname , segname , free_space
[, new_proc_name [, new_free_space
[, new_segname]]]

wheredbname is the name of the current database, and segname and
free_space identify the threshold that you want to change.

For example, to execute a threshold procedure when free space on the
segment falls below 175 pages rather than below 200 pages, enter:

sp_nodi fythreshol d nydb, "default", 200, NULL, 175

In thisexample, NULL acts as a placeholder so that new_free spacefalls
in the correct place in the parameter list. The name of the threshold
procedure is not changed.

The person who modifiesthe threshold becomesthe new threshold owner.
When the amount of free space on the segment falls bel ow the threshold,
Adaptive Server executes the threshold procedure with the owner’s
permissions at the time he or she executed sp_modifythreshold, less any
permissions that have since been revoked.

Specifying a new last-chance threshold procedure
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You can use sp_modifythreshold to change the name of the procedure
associated with the last-chance threshold. You cannot useit to change the
amount of free space or the segment name for the last-chance threshold.

sp_modifythreshold requires that you specify the number of free pages
associated with the last-chance threshold. Use sp_helpthreshold to
determine this value.
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The following example displays information about the last-chance
threshold, and then specifies a new procedure, sp_new_thresh_proc, to
execute when the threshold is crossed:

sp_hel pt hreshol d | ogsegnent

segment nane free pages | ast chance? threshol d procedure

| ogsegnent 40 1 sp_t hreshol dacti on
(1 row affected, return status = 0)

sp_nodi fyt hreshol d nydb, | ogsegnent, 40,
sp_new_t hresh_proc

Dropping a threshold
Usesp_dropthreshold to remove afree-space threshold from asegment. Its
syntax is:
sp_dropthreshold dbame, segname, free_space
The dbname must specify the name of the current database. You must

specify both the segment name and the number of free pages, since there
can be several thresholds on a particular segment. For example:

sp_dropt hreshol d nmydb, "default", 200

Creating a free-space threshold for the log segment

When the last-chance threshold is crossed, all transactions are aborted or
suspended until sufficient log spaceisfreed. In aproduction environment,
this can have a heavy impact on users. Adding a correctly placed free-
space threshold on your |og segment can minimize the chances of crossing
the last-chance threshol d.

The additional threshold should dump the transaction log often enough
that the last-chance threshold is rarely crossed. It should not dump it so
often that restoring the database requires the loading of too many tapes.
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Creating a free-space threshold for the log segment

This section helps you determine the best place for asecond |log threshold.
It starts by adding a threshold with afree_space value set at 45 percent of
log size and adjusts this threshold based on space usage at your site.

Adding a log threshold at 45 percent of log size

Usethefollowing procedureto add alog threshold with afree_spacevalue
set at 45 percent of log size.

1

Determine the log size in pages:

sel ect sun(size)

from master..sysusages

where dbid = db_i d("dat abase_nane")
and (segmap & 4) = 4

Use sp_addthreshold to add a new threshold with afree_space value
set at 45 percent. For example, if thelog's capacity is 2048 pages, add
athreshold with afree_space value of 922 pages:

sp_addt hreshol d nydb, | ogsegnent, 922,
thresh_proc

Create asimple threshold procedure that dumps the transaction log to
the appropriate devices. For more information about creating
threshold procedures, see “ Creating threshold procedures’ on page
930.

Testing and adjusting the new threshold

Use dump transaction to make sure your transaction log is less than 55
percent full. Then use the following procedure to test the new threshold:
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1

Fill the transaction log by simulating routine user action. Use
automated scripts that perform typical transactions at the projected
rate.

When the 45 percent free-space threshold is crossed, your threshold
procedure will dump the transaction log. Sincethisis not alast-
chance threshold, transactions will not be suspended or aborted; the
log will continue to grow during the dump.
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2 Whilethe dump isin progress, use sp_helpsegment to monitor space
usage on the log segment. Record the maximum size of the
transaction log just before the dump completes.

3 If considerable space was left in the log when the dump compl eted,
you may not need to dump the transaction log so soon, as shownin
Figure 29-8:

Figure 29-8: Transaction log with additional threshold at 45 percent

New threshold with Last-
free_space set at 45% of log chance

D Extra space left by end

of dump; try a lower

Additional log records value for free_space
added during dump

Try waiting until only 25 percent of log space remains, as shown in
Figure 29-9:

Figure 29-9: Moving threshold leaves less free space after dump

free_space set at Last-
25% of log size chance
More appropriate

threshold: leaves some

space, but not too much
Ac@)nal logrecords

added during dump

Use sp_modifythreshold to adjust thefree _space valueto 25 percent of
the log size. For example:

sp_nodi fyt hreshol d nydb, | ogsegnent, 512,
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thresh_proc

4 Dump the transaction log and test the new free_space value. If the
last-chance threshold is crossed before the dump completes, you are
not beginning the dump transaction soon enough, as shown in

Figure 29-10:
Figure 29-10: Additional log threshold does not begin dump early
enough
free_space set Last-
at 25% of log chance
free_space value too low;
log fills to LCT before
dump completes. User
Additional log processes block_ed or
records added aborted. Try again.
during dump

25 percent free space is not enough. Try initiating the dump
transaction when the log has 37.5 percent free space, as shown in
Figure 29-11.

Figure 29-11: Moving threshold leaves enough free space to
complete dump

free_space set at Last-
37.5% of log size chance

\ \

More appropriate threshold
on a system with greater
update activity

Additional log
records added

Usesp_modifythreshold to changethefree_spacevalueto 37.5 percent
of log capacity. For example:
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sp_nodi fyt hreshol d nydb, | ogsegnent, 768,
thresh_proc

Creating additional thresholds on other segments

You can create free-space threshol ds on data segments aswell as on log
segments. For example, you might create a free-space threshold on the
default segment used to store tablesand indexes. You would also create an
associated stored procedureto print messagesin your error log when space
on the default segment falls below this threshold. If you monitor the error
log for these messages, you can add space to the database device before
your users encounter problems.

The following example creates a free-space threshold on the default
segment of mydb. When the free space on this segment falls below 200
pages, Adaptive Server executes the procedure space_dataseg:

sp_addt hreshol d nydb, "default”, 200, space_dataseg

Determining threshold placement

Each new threshold must be at |east twice the @@thresh_hysteresisvalue
from the next closest threshold, as shown in Figure 29-12:

Figure 29-12: Determining where to place a threshold

Next Existing
closest threshold

|
]

2 * hysteresis
value

= More free space Less free —_—
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To see the hysteresis value for a database, use:
sel ect @@ hresh_hysteresis

In this example, a segment has a threshold set at 100 pages, and the
hysteresis value for the database is 64 pages. The next threshold must be
at least 100 + (2 * 64), or 228 pages.

sel ect @ hresh_hysteresis

64
sp_addt hreshol d nydb, user_| og_dev, 228,
sp_t hreshol dacti on

Creating threshold procedures

Sybase does not supply threshold procedures. You must create these
procedures yourself to ensure that they are tailored to your site's needs.

Suggested actionsfor athreshold procedureincludewriting to the server’s
error log and dumping the transaction log to increase the amount of log
space. You can also execute remote procedure callsto an Open Server or
to XP Server. For example, if you include the following command in
sp_thresholdaction, it executes the procedure mail_me on an Open Server:

exec openserv...nmail_ne @bname, @egnent

See Chapter 15, “Using Extended Stored Procedures,” in the Transact-
L User’s Guide for more information on using extended stored
procedures and XP Server.

This section provides some guidelinesfor writing threshold procedures, as
well astwo sample procedures.

Declaring procedure parameters
Adaptive Server passes four parameters to a threshold procedure:
*  @dbname, varchar(30), which contains the database name
e @segmentname, varchar(30), which contains the segment name

e (@space left, int, which contains the space-left value for the threshold
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¢ @status, int, which has avalue of 1 for last-chance thresholds and O
for other thresholds

These parameters are passed by position rather than by name. Your
procedure can use other namesfor these parameters, but must declarethem
in the order shown and with the datatypes shown.

Generating error log messages

You should include a print statement near the beginning of your procedure
to record the database name, segment name, and threshold sizeinthe error
log. If your procedure does not contain a print or raiserror statement, the
error log will not contain any record of the threshold event.

The process that executes threshold proceduresis an internal Adaptive
Server process. It does not have an associated user terminal or network
connection. If you test your threshold procedures by executing them
directly (that is, using execute procedure_name) during aterminal session,
you see the output from the print and raiserror messages on your screen.
When the same procedures are executed by reaching a threshold, the
messages go to the error log. The messagesin the log include the date and
time.

For example, if sp_thresholdaction includes this statement:
print "LOG DUMP: log for "%!’ dunped", @bnane
Adaptive Server writes this message to the error log:

00: 92/09/04 15:44:23.04 server: background task nessage: LOG DUMP: |og for
" pubs2’ dunped

Dumping the transaction log

If your sp_thresholdaction procedure includes a dump transaction
command, Adaptive Server dumps the log to the devices named in the
procedure. dump transaction truncates the transaction log by removing all
pages from the beginning of the log, up to the page just before the page
that contains an uncommitted transaction record.

When there is enough log space, suspended transactions are awakened. If
you abort transactions rather than suspending them, users must resubmit
them.
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Generally, dumping to adisk is not recommended, especially to adisk that
is on the same machine or the same disk controller as the database disk.
However, since threshold-initiated dumps can take place at any time, you
may want to dump to disk and then copy the resulting files to offline
media. (You will have to copy the files back to the disk to reload them.)

Your choice will depend on:

Whether you have a dedicated dump device online, loaded and ready

to receive dumped data

Whether you have operators available to mount tape volumes during

the times when your database is available
The size of your transaction log

Your transaction rate

Your regular schedule for dumping databases and transaction logs

Available disk space

Other site-specific dump resources and constraints

A simple threshold procedure

932

Following is asimple procedure that dumps the transaction log and prints
amessage to the error log. Because this procedure uses a variable
(@dbname) for the database name, it can be used for all databasesin

Adaptive Server:

create procedure sp_threshol daction
@bname var char (30),
@egnent nane var char ( 30),
@ree_space int,
@tatus int

as

dunp transaction @bnane
to tapedunpl

print "LOG DUMP: "9%!’ for ' %!’ dunped”,

@egnent nane, @lbnamne
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A more complex procedure

The following threshold procedure performs different actions, depending
on the value of the parameters passed to it. Its conditional logic allowsiit
to be used with both log and data segments.

The procedure:

Printsa“LOG FULL" messageif the procedure was called as the
result of reaching the log's last-chance threshold. The status bit is 1
for the last-chance threshold and O for all other thresholds. Thetest if
(@status&1) = 1 returns avalue of “true” only for the last-chance
threshold.

Verifies that the segment name provided is the log segment. The
segment 1D for thelog segment isalways 2, evenif the name has been
changed.

Prints “before” and “after” sizeinformation on the transaction log. If
thelog did not shrink significantly, along-running transaction may be
causing the log tofill.

Prints the time the transaction log dump started and stopped, helping
gather data about dump durations.

Prints amessage in the error log if the threshold is not on the log
segment. The message gives the database name, the segment name
and the threshold size, letting you know that the data segment of a
databaseisfilling up.

create procedure sp_threshol daction

@lbnane
@egnent nane
@pace_| eft
Gt at us

as

var char ( 30),
var char ( 30),
int,

int

decl are @evnanme varchar (100),
@efore_size int,
@fter_size int,
@efore_tine datetine,
@fter tine datetine,
@rror int

/*

** if this is a last-chance threshold, print a LOG FULL nsg
** @tatus is 1 for |ast-chance thresholds,0 for all others

*/

if (@tatus&l) =1
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begin
print "LOG FULL: database "%!'", @lbnane
end

/*
** if the segnent is the | ogsegnent, dunp the |og
** | og segnent is always "2" in syssegnents
*/
if @egnentname = (sel ect name from syssegments
where segnment = 2)
begin
/* get the tinme and | og size
** just before the dunp starts
*/
select @efore_time = getdate(),
@efore_size = reserved_pgs(id, doanpg)
from sysi ndexes
wher e sysi ndexes. nane = "sysl ogs”

print "LOG DUMP: database "%!’', threshold '9%&!"'",
@bname, @pace_| eft

sel ect @evnane = "/backup/" + @bname + "_" +
convert(char(8), getdate(),4) + "_" +
convert(char(8), getdate(), 8)

dunp transaction @bnanme to @evnane
/* error checking */
sel ect @rror = @oerror
if @rror !'=0
begin
print "LOG DUMP ERROR. %!", @rror
end

/* get size of log and tine after dump */
select @fter_tine = getdate(),
@fter_size = reserved_pgs(id, doanpg)
from sysi ndexes
wher e sysi ndexes. nane = "sysl ogs"

/* print messages to error log */
print "LOG DUMPED TO device '%!", @levnane
print "LOG DUMP PAGES: Before: '9%!’', After "oR!"",
@efore_size, @fter_size
print "LOG DUMP TIME: %!, wR!'", @efore_tine, @fter_tine
end /* end of "if segment = 2’ section */
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el se /* this is a data segnment, print a nessage */
begin
print "THRESHOLD WARNI NG dat abase ' 9%!’, segment '92!’' at ’'%3!’
pages”, @lbnane, @egnentname, @pace_left
end

Deciding where to put athreshold procedure

Although you can create a separate procedure to dump the transaction log
for each threshold, it iseasier to create asingle threshold procedurethat is
executed by all log segment threshol ds. When the amount of free space on
asegment fallsbel ow athreshold, Adaptive Server reads the systhresholds
table in the affected database for the name of the associated stored
procedure, which can be any of:

* A remote procedure call to an Open Server

» A procedure name qualified by a database name (for example,
sybsystemprocs.dbo.sp_thresholdaction)

* Anunqualified procedure name

If the procedure name does not include a database qualifier, Adaptive
Server looks in the database where the shortage of space occurred. If it
cannot find the procedure there, and if the procedure name beginswith the
characters“sp ", Adaptive Server looks for the procedure in the
sybsystemprocs database and then in master database.

If Adaptive Server cannot find the threshold procedure, or cannot execute
it, it prints a message in the error log.

Disabling free-space accounting for data segments

Use the no free space acctg option to sp_dboption, followed by the
checkpoint command, to disable free-space accounting on non-log
segments. You cannot disable free-space accounting on the log segment.

When you disable free-space accounting, only the thresholds on your log
segment monitor space usage; threshold procedures on your datasegments
will not execute when these holds are crossed. Disabling free-space
accounting speeds recovery time because free-space counts are not
recomputed during recovery for any segment except the log segment.
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The following example turns off free-space accounting for the production
database:

sp_dbopti on producti on,
"no free space acctg", true

Warning! If you disable free-space accounting, system procedures cannot
provide accurate information about space allocation.
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Symbols
& (ampersand)
trandated to underscore in login names

' (apostrophe) converted to underscore in login names

510

* (asterisk)

converted to pound sign in login names

selectand 432
\ (backdlash)

trandated to underscore in login names
" (caret)

converted to dollar sign in login names
: (colon)

converted to underscore in login names
, (comma)

converted to underscore in login names

in SQL statements  xxxii
{} (curly braces)

converted to dollar sign in login names

in SQL statements  xxxiii
... (ellipsis) in SQL statements  xxxiii
= (equals sign)

converted to underscore in login names
I (exclamation point)

converted to dollar sign in login names
< (left angle bracket)

converted to dollar sign in login names

* (left quote), converted to underscore in login names

510

- (minus sign)

converted to pound sign in login names
() (parentheses)

converted to dollar sign in login names
% (percent sign)

error message placeholder 49

trandated to underscore in login names
. (period)

converted to dollar sign in login names
| (pipe)

510

510

510

510

510

510

510

510

510

510

510

510

510

510

converted to pound signinlogin names 510
+ (plus)
converted to pound signinlogin names 510
? (question mark) converted to dollar signinlogin names
510
?? (question marks)
for suspect characters 302
(quotation marks)
converted to pound signinlogin names 510
enclosing parameter values 11
enclosing punctuation 346
enclosing values 345, 704
> (right angle bracket)
converted to underscorein login names 510
" (right quote), converted to underscore in login hames
510
;(semicolon) converted to pound sign in login names
510
/ (dlash)
converted to pound signinlogin names 510
[ 1 (square brackets)
converted to pound signinlogin names 510
in SQL statements  xxxXiii
~ (tilde)
converted to underscorein login names 510

won

Numerics

7-bit ASCII character data, character set conversion for
296

A

abort tran on log full database option 673, 921
abstract plan cache configuration parameter 176
abstract plan dump configuration parameter 176
abstract plan load configuration parameter 177
abstract plan replace configuration parameter 177

937



Index

access
ANS| restrictionsontapes 856
remote 811

restricting guest users 351
access control 407
access permissions.

See object access permissions
access protection.

See permissions;security functions
accessrulesyntax 410
accessrules 409, 413

bcpand 413
accessrules scenarios 414
accounting, chargeback 385
accounts, server

See logins;users
activating roles 364
adding

commentsto the audit trail 445

database devices 225, 540-546

date strings 286

dump devices 814

group to adatabase  347-348

guest users 350

loginsto Server  345-347

months of theyear 286

named timeranges 237

remotelogins 352, 486488

remote servers 481493

resource limits  249-251

spaceto adatabase 661

thresholds 922929

usersto adatabase 225, 343

userstoagroup 349
additional network memory configuration parameter 169
address, Server 14
administering security, getting started  308-312

affinity
process 636
processto engine 638
aiases
devicenames 813
server 482
aliases, user
See also logins;users
creating 373
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database ownership transfer and 394, 661
dropping 375, 399

helpon 375

all keyword
grant 397, 402
revoke 402

alocation errors, correcting with dbcc 735
allocation for dbccdb database 756
alocation pages 540, 664, 720
dbcc tablealloc and 736
alocation units 540, 664, 720
See also size;space alocation
on master device 895
recovery and 876
allow backward scans configuration parameter 177
allow nested triggers configuration parameter 178
allow nulls by default database option 673
allow procedure grouping configuration parameter
213
allow remote access configuration parameter 149,
492
Backup Serverand 811
allow resource limits configuration parameter 179
allow sendmsg configuration parameter 150
allow sql server async i/o configuration parameter
110
allow updates configuration parameter (now called
allow updates to system tables) 12,179
allow updates to system tables configuration parameter
12,179
alter database command 661
See also create database command
backing up master after 817
for load option 663
omitting database deviceand 547, 549
size of databaseand 653
systemtablesand 536, 700
with override option 663
alter role command 334, 358
alter tablecommand 413
aternate identity.
Seedlias, user
aternate languages.
See languages, alternate
and (&)
trandated to underscorein login names 510



AND accessrule 410
ANS| tapelabe 871
ansi_permissions option, set
permissonsand 400
apostrophe converted to underscore in login names
510
application context functions 418
application contexts 408, 419
application design 224
applications
applying resource limitsto 240
changing resource limitson 254
dropping resource limitsfrom 255
getting resource limit information about 252
identifying usage-heavy 241
memory for 566
modifying resource limitsfor 254
namesof 240
proxy authorizationand 425
Arabic
character set support 265
architecture
Server SMP 636
ASCII characters
character set conversionand 296
assigning
loginnames 310
asterisk (*)
converted to pound signin login names 510
selectand 432
asynchronous I/O
device mirroringand 557
enabling 109
limiting Server requestsfor 159
asynchronous prefetch
configuring 99
configuring limits 618
atoption 835
dump stripingand 853
@@char_convert global variable 289
@@xclient_csid global variable 289
@@xclient_csname global variable 289
@@langid global variable 291
@@language global variable 291
@@max_connections global variable 223
@@maxcharlen global variable 289

Index

@@ncharsize global variable 289
@@rowcount global variable
resource limitsand 242
row count limitsand 248
@@thresh_hysteresis global variable 913
threshold placement and 929
audit options
displaying 445
examples 464
setting 462
audit queue 444, 455
audit queue size configuration parameter 214, 444,
455
audittrail 27, 441, 471
adding comments 445, 469
backtrace of error messages 50
changing current audit table 450
illustration with multiple audit tables 443
managing 449
querying 471
threshold procedure for 450
auditing 330, 441, 441471
See also audit options
adding commentsto the audit trail 445
configuration parameters 445
devicesfor 446
disabling 445
displaying optionsfor 445
enabling 310, 445
enabling and disabling 458
installing 446
managing the audit trail 449
managing the transactionlog 456
overview 441
queue, sizeof 214,444
sybsecurity database 27, 442
sysaudits O1...sysaudits 08 tables 471
system proceduresfor 445
threshold procedure for 450
turning on and off 458
auditing configuration parameter 213, 458
authentication 495, 497
mutual 498
authorizations.
See permissions
auto identity database option 673
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automatic operations
character conversionsinlogins 509
checkpoints 770
primary and secondary database dumps
recovery 772

B

backing up secondary device 801
backslash (\)

676

trandated to underscorein login names 510

backtracing errors.
See error logs
backup commands.
See dump database;dump transaction
backup devices.
See dump devices
Backup Server  806-809
checking with showserver 900
compatibility of dumps between versions
configuring system resources  847-850
devicenamesand 813
dump stripingand 852
error messages 60
filedescriptors 849
interfacesfileand 809
label format 847
loading from multiple devices 852
location of 809
messages 857

846

multi-file media and tape expiration 855

network name 899

number of network connections 850
number of servicethreads 848, 850
remote 836

remote access 811
requirements for dumps 809
setting shared memory usage 848
shutting down 71

starting 811

stripelimits 848

sysserverstable 809

tape retention in days configuration parameter 99
using fewer devicesto load thanto dump 852

volume handling messages 870874

940

backups 38-41, 767-820

changesto user IDs 818

hints 3841

multiple databases to asingle volume 857
preventing tape overwrites 812

remote 806

Baltic

character set support 265

base tables.

Seetables

batch processing

activetimerangesand 239
limiting elapsed time 247
resource limit scopeand 244

bcp

accessrulesand 413

bep (bulk copy utility)

character set conversionand 304
dump database command and 816
fast version 677

security servicesand 523

select into/bulkcopy/plisort and 677
sort order changesand 280

Big 5

similaritiesto CP 950 265

binary expressions  xxxiv
binary sort order of character sets

character set changes and database dumps
dbcc checktable and 731

bind 410
block size

database dumps and loads 838
dump device 807

blocksize option 839
brackets.

See sguare brackets| |

built-in functions

security 527

bytes

block size 839

character 301

procedure (proc) buffers 587
tape capacity 839

280



C

CA certificates 317
location of 320
trusted root certificate 317
cache partitions 624
cache partitions, configuring 100, 624
cache, procedure 103
caches, data
database integrity errorsand 58
loading databasesand 884886
caches, data. See data caches
caches, metadata.
See metadata caches
calignment configuration parameter (now called
memory alignment boundary) 100
cals, remote procedure  479-493
timeouts 483
capacity option 840
cartesian product 234
cascade option, revoke 398
case sensitivity
inSQL  xxxiii
cclkrate configuration parameter (now called sql
server clock tick length) 207
certificates
administration of 326
authorizing 324
CA certificates 317
defined 317
obtaining 322
public-key cryptography 317
requesting 324
sdf-signed CA 324
server certificates 317
cfgcprot configuration parameter (now called
permission cache entries) 225
cguardsz configuration parameter (now called stack
guard size) 226
chains of pages
text or image data 696
chains, ownership 434
changing
See also updating
configuration parameters 91, 491
database options 671680
Database Owners 393, 660

Index

database size 661

default database 370

hardware 558

named timeranges 238-239

passwords for login accounts 370

resource limits 253

Server logins 370

sort order 731

space alocation 655, 661

system tables, dangersof 10, 12, 894
thresholds 924

user information  368-372

user'sgroup 371

user’sidentity 420
@@char_convert global variable 289
character expressions  xxxiv

character set
default 266
definition 263

character set conversion 293
character set conversions  302-303
character sets 131
See also Japanese character sets
Arabic 265
Baltic 265
changing 278
conversion between client and file system 304
conversion between client and server 294296
conversion between client and terminal = 304
conversion errors 301
conversion paths supported  294-301
Cyrillic-script 265
database dumpsand 862
definition files 288
Eastern European 265
encoding in different 293
European currency symbol and 266
for language groups 265
Greek 265
Hebrew 265
ID number 131
Japanese 265
Korean 265
multibyte 284
multibyte, changingto 285
reindexing after configuring  282-286
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Russian 265
Simplified Chinese 265
Tha 265
Traditional Chinese 265
trandation files, terminal-specific
Turkish 265
Unicode 265
upgrading text values after changing 284
Vietnamese 265
Western European 265
characters
disalowed inlogin names 509
that cannot be converted 301
chargeback accounting 385
charset.loc file 288
charsetsdirectory 288
checkalloc option, dbcc 722, 732, 738
checkcatalog option, docc 698, 736, 738
checkdb option, dbcc 732, 738
checking passwords for at |east one character 336
checkpoint command 771
setting database optionsand 679
checkpoint process 97, 769-772
clearing transactionlogs 770
no chkpt on recovery database option 676
recovery interval parameter and 98
transactionlogand 771
trunc log on chkpt database option

288, 305

97, 677678, 770

checkstorage option, docc 726, 738
verifying faults 745
checktable option, dbcc 283, 729, 738

fix_spacebits option 730
transaction log sizeand 657
checkverify option, dbcc ~ 745-747
cindextrips configuration parameter (now called number of
index trips) 101

cipher suites
defined 328
supported 328

cis bulk insert batch size configuration parameter 105
cis connect timeout configuration parameter 106
cis cursor rows configuration parameter 106
cis packet size configuration parameter 106
cis rpc handling configuration parameter 107
client
character set conversion 304

942

@Q@xclient_csid global variable 289
@@xclient_csname global variable 289
clients
assinging client name, host name, and application
name 372
closed Problem Reports 72
clustered indexes
migration of tablesto 697, 706
segmentsand 697, 706
cmaxnetworks configuration parameter (now called
max number network listeners) 155
cmaxscheds configuration parameter (now caled i/o
polling process count) 193
cnalarm configuration parameter (now called number of
alarms) 197
cnblkio configuration parameter (now called disk i/o
structures) 110
cnmaxaio_engine configuration parameter (now called
max async i/os per engine) 159
cnmaxaio_server configuration parameter (now called
max async i/os per server) 159
cnmbox configuration parameter (now called number of
mailboxes) 200
cnmsg configuration parameter (now called number of
messages) 201
cntritype option
disk init 546
coamtrips configuration parameter (now called number
of oam trips) 102
colon (:)
converted to underscorein login names 510
column name

unqualified 55
columns

permissionson 397, 430
comma (,)

converted to underscorein login names 510
in SQL statements  xxxii
comments
adding to audit trail
common.loc file 290
comparing values
datatype problems 54
compiled objects
procedure (proc) buffersfor 587
compressed archive support 829

445, 469



concrete identification 399
confidential data 495
configuration (Server)
See a so configuration parameters
character sets 278
configuration fileand caches 628
for dbcedb database 753
message language  278-281
named data caches 628
network-based security 499
resource limits 235
SMP environment  638-647
sort orders  278-284
configuration file
default name and location 78
specifying at start-up 83
storage of configured value 79
configuration file configuration parameter 128, 129,

130, 131
configuration information, deleting from dbccdb
database 761

configuration parameters  94-232
audit-related 445
changing 491
chargeback accounting 386
default settingsof 78
helpinformationon 81, 581
lising valuesof 81
remoteloginsand 149, 491-493
resource limits 235
conflicting permissions 404
See also permissions
connecting to Adaptive Server 14
connections
directory services 15
interfacesfiles 14
maximum user number 223
consistency
checking databases 40, 785
constants  Xxxiv
context-sensitive protection 433
conventions
Transact-SQL syntax
used in manuals  xxxi
copying
dump filesand disks 812

XXXi—XXXiV

Index

copying selected data.
Seeinsert command;select command
corrupt databases
ng number of suspect pages 785
isolating suspect pages 777
recovery fault isolation mode 775
system compared to user 776
corrupt pages
assessing 785
isolating on recovery  775-785
listing 778
cost
/0 246
CP 1252
similaritiesto |ISO 8859-1 265
CP 950
similaritiesto Big5 265
cp437 character set 131
cp850 character set 131
CPRfiles 72
cpreallocext configuration parameter (now called
number of pre-allocated extents) 201
cpu accounting flush interval configuration parameter
180, 386
cpu flush configuration parameter (now called cpu
accounting flush interval) 180
cpu grace time configuration parameter 182
CPU usage
monitoring 642
number of enginesand 638
peruser 385
symmetric processingand 636
creste 410, 419
create application context 419
create database command 651661
allocating storage space with 653
backing up master after 817
default database size configuration parameter and

182, 654
for load optionand 659, 663
log on option 653, 655

model databaseand 24

omitting database deviceand 547, 549
omitting log on option 657
omittingon 655

on keyword 653
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permission 650

permissiontouse 389

Size parameter 654

systemtablesand 8, 700

with override option 660, 663
create index command 531, 537, 692

database dumpingand 815

moving tableswith 706
create procedure command 12
create role command 358
create table command 531, 692

clustered indexesand 706
create trigger command 398
creating

database objects 531

database objects on segments 692

databases 389, 651, 661

groups 347-348

guest users 350

logical names 813

master database 534

model database 534

named timeranges 237

resource limits  249-251

segments 534, 689

stored procedures 12

sybsecurity database 447

system procedures 12

systemtables 8

tempdb database 534

thresholds  922-929

triggers 398

user aliases 373

user-defined error messages 53
credential, security mechanismand 497
cross-database referential integrity constraints

loading databasesand 887
cs_connection command, number of user connections

and 225

cschedspins configuration parameter (now calledrunnable

process search count) 205

csortbufsize configuration parameter (now called number

of sort buffers) 202

ctimemax configuration parameter (now called cpu grace

time) 181
curly braces ({})
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converted to dollar signinlogin names 510
in SQL statements  xxxiii
current audit table configuration parameter 214, 450
current database 54
current log.
See transaction logs
current usage statistics 385
current user
set proxy and 424
CUrsors
limiting the 1/O cost of 246
limiting the number of rowsreturned 249
row count, setting 106
CyberSAFE Kerberos security mechanism 496
cyberSAFE Kerberos security mechanism 506
cyrillic
character set support 265

D

DAC.

See discretionary access control (DAC)
damage symptoms, master database. See master database
data

See also permissions

confidentiality of 495

encryption 495

integrity of 496, 511

losingunlogged 677

packets 493
data cache

cache partitions 624

configuring partitions 100, 624
data caches

changing bindings 610

changingsize 618

command summary 595

configuration fileand 628

configuring 595, 628-633

database integrity errorsand 58

dbcc and 738

default 594, 601, 632

dropping 621

dropping bindings 613

global cache partition number 624



I/Osizeand 632
information about  596-598, 611
local cache partitions 624
overhead 612
partitioning 624
sizing 632
status 600
datadictionary.
See system tables
data manipulation languages 407
data rows
checking with dbcc commands 730
database 4
database administration  1-5
database corruption

caused by copying database devices 785

database device space.
See segments; space all ocation
database devices 539

See also disk mirroring;dump devices;master

device

adding 540-546
assigning databasesto 653, 663, 878
default  549-550, 655
dropping 548
fragments 536
information about 547, 666
initializing  539-546
namesof 534, 541
number of Server-usable 111, 589
numbering 652
performancetuning 686-706
placing objectson 533, 692
recovery and 908
transaction logs on separate 552
unmirroringand 558

database object owners 4
See also database owners
permissions 5, 388, 422
status not transferable 365
tasksof 5

database objects
See also individual object names
access permissionsfor 5, 396
assigning to devices 532, 685, 692
controlling user creation of 23, 817

Index

creating 23, 394, 531
dependent 435
dropping 394, 663
dropping segmentsand 697
dropping userswho own 365
errors affecting 58
finding 54
maximum number of open 145
ownership 4, 365, 394
performancetuningand 686
permissonson 394
placement on segments 685, 692, 694, 879
spaceused by 668
triggerson 439
database options 671681
changing 679
listing 672
setting  672-678
showing settings 672
database Owners 4
changing 393, 660
error responsibilitiesof 54, 56
loginname 2,4
nameinside database 365, 374
objects not transferred between 365
password forgotten by 390
permissions granted by 402
permissionsof 4, 387, 391
setuser command and 420421
several usersassame 373
tasksof 4
database owners
See al so database object owners;permissions
database recovery order  773-775
system databasesand 773
database segments.
See segments
database size configuration parameter (now called
default database size) 182
databases
See al so database objects;user databases
adding users  348-352, 653
assigning to database devices 653
auditing 447
backingup 25, 38, 740
backup/log interactionsand 772
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binding to data caches 609
changing user’sdefault 346
checkalloc option (dbcc) 732
checkdb option (dbcc) 732, 738
checkstorage option (dbcc) 726
checktable option (dbcc) 729
creating user  651-661
creating with separate log segment 655
creation permission 389
default 24, 346, 347, 370
default size 654
default storagefor 22, 549
dropping 663, 748
dropping usersfrom 364, 653
dumping 38, 740, 785
errors affecting 58
increasing sizeof 661
indexalloc option (dbcc) 734
information on storage space used 667
integrity concerns 58, 720-741
loading 879
loading after character set change 281
loading after sort order change 281
maintenanceof ~ 720-741
monitoring spaceused by 668
moving to different machines 659, 789, 875
name 651
new 24
number of open 142
options 671-679
ownershipof 389
recovering 874
removing and repairing damaged 877
restrictions for external copies 796
running out of spacein 867
sequence numbers for recovery 676
sze 24
storage information 664
system 21
tablealloc option (dbcc) 734
upgrading database dumps 881
user 650
dataserver command
restarting server with-q 797
dataserver utility command 893
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dataserver utility, using to unlock logins and roles
334
date parts
dternate language 286
dates
adding date parts 286
aternate language 286
display formats 290
format in error messages 52
days
dternate language 286
dbcc (Database Consistency Checker) 40, 719-766
backupsand 785
checks performed by 725
commands compared 737
database damageand 53, 58, 720
database maintenanceand  720-741, 874
output of 741
reports 741
scheduling  739-741
whentouse 58
dbccedb database
consistency checksfor 761
creating workspacesin 751
deleting configuration information from 761
deleting dbcc checkstorage history from 761
installing 756
reporting configuration information from 763
reporting fault information from 764
dbid column, sysusagestable 664
DB-Library programs
number of user connections and 225
dbo use only database option 673
“dbo” user name 2,4
dbprocess command, number of user connections and
225
dbrepair option, dbcc 748, 877
drop database and 748
DCE (Distributed Computing Environment) security
mechanism 496, 506
ddl in tran database option 674
deactivating roles 364
deadlock checking period configuration parameter
135
deadlock retries configuration parameter 136
deadlocks 55



descending scansand 178
deckanji character set 131
default character set id configuration parameter 131
default database
changing user's 370
default database devices 655
designating 549
default database size configuration parameter 182,
654, 655
default exp_row_size percent configuration
parameter 184
default fill factor percent configuration parameter
183
default language configuration parameter (now called
default language id) 132
default language id configuration parameter 132
default network packet size configuration parameter

150
default segment 534, 684
reducing scope 691
default settings

changing character set  279-286
changing sort order 280284
character set ID number 131
configuration parameters 78
database size 654
databases 24, 346, 347
language 132, 346
permissions 25, 388
sort order 132, 221
system databases at installation 534
default sortorder id configuration parameter 132,
221
defaulton | defaultoff option, sp_diskdefault 549
defaults
See also database objects
defncopy utility command
See also Utility Programs manual
character set conversionand 304
delete command
transactionlogand 768
deletes
reclaiming space withreorg 711
deleting
See also dropping
configuration information from dbccdb database

Index

761
dbcc checkstorage history from dbccdb database
761
files 548
density option 838
denying accessto auser 366, 367
descending scans
deadlocksand 178
detached transactions 113
development server 31
devicefallure 785
dumping transaction log after 822, 864
master device 553
user databases 553
devicefragments 536
devices 539
See al so database devices;dump devices,master
device
adding 540-546
aliasing namesof 813
audit system 446
dropping 548, 877
information listings on
initializing 539-546
listing 813
namesfor physical 541, 813-814
number of user connections and 224, 225
operating system constraints 542
splitting tables across  694-696
using separate 532, 655, 685
devices configuration parameter (now called number of
devices) 111
digital signature
defined 316
non-repudiation 316
public-key cryptography 316
tamper detection 316
direct updates
tosystemtables 179
directory drivers 500
example of entry in libtcl.cfg file 503
directory entries, creating 325
directory servicesin libtcl.cfg file 15, 501
directory structure
character sets 288
internationalization files 288

546, 876
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localization files 291
* locfiles 291
dirty buffer grab, wash sizeand 616
dirty pages 97, 769
disable character set conversions configuration parameter
132
disable disk mirroring configuration parameter 110
disabling auditing 445
disabling mirroring.
Seedisk unmirror command
discretionary access control (DAC)
See also permissions
granting and revoking permissions 395
overview 312
stored proceduresand 433
System administratorsand 387
user diasand 421
viewsfor 431
disk allocation pieces 666
disk controllers 546, 687
disk devices
See al so database devices;dump devices;space alocation
adding 814
dumpingto 812
mirroring  551-560
unmirroring 558
disk 110
configuration parametersfor 109
database loadsand 95
memory for 589
mirrored devicesand 555
disk i/o structures configuration parameter 111
disk init command 531, 536, 540-546
alocationand 720
master database backup after 817
mirror devicesand 557
disk mirror command 531, 551, 556-560
disk mirroring  551-563
asynchronous /O and 557, 560
disabling 110
effect on sysdevices 559, 561-563
enabling 110
initializing 557
recovery and 533
restarting 559
statusin sysdevicestable 548

387439

948

tutorial 561

unmirroringand 558

waitfor mirrorexit 560
disk refit command 909-910
disk reinit command 908

See also disk init command
disk remirror command 559

See also disk mirroring
disk storage for dboccdb database 756
disk unmirror command 558

See also disk mirroring
disks.

See database devices,;devices,dump devices
distributed transaction management 28
distributed Transaction Management (DTM) 113
distributed Transaction Processing (DTP) 28
drop 411
drop database command 663

damaged databasesand 748
drop logins option, sp_dropserver 486
drop role command 366
dropdb option, dbcc dbrepair
dropping

damaged database 748

database devices 548, 663, 877

databases 663, 748

dump devices 548, 814

groups 365

guest users of master 350

loginsfrom Servers 367

master device from default space pool 549

named timeranges 239

remotelogins 485, 486

resource limits ~ 255-256

segment from adatabase 697

servers 485

thresholds 925

user diases 375, 399

user from adatabase 364

user-defined roles 366

users from Servers 367

users who own database objects 365

workspaces 761
dscp utility for specifying security mechanism 505
dsedit utility for security services 505
dsync option

748, 877



disk init  544-545, 548, 654
dtm detach timeout period configuration parameter
113
dtm lock timeout period configuration parameter
114
dump compression
compression levels 832
defined 829
example 831
syntax 830
dump database
dump striping 851
dump database command
compressoption 829
dump database command 821-881
See also dump, database
dbcc scheduleand 741
disk initand 540
master databaseand 39
model databaseand 25
permissions for execution 806
prohibited in offline databases 781
whentouse 741, 814-819
dump devices
adding 814
disksas 812
dropping 548, 814
filesas 812
information about 546
lising 813
logical namesfor 813-814
maximum allowed 851
multiple 845, 846-853
permissionsfor 809
redefining 814
specifying 825, 827
sysdevicestableand 535, 813
tape retention in days and retaindays meaningful
for 855
tapesas 812
dump file formats, compatibility between versions
846
dump on conditions configuration parameter 184
dump striping 845, 846-853
backing up databases to multiple devices 807
dump transaction command

Index

compressoption 829

dump transaction command 656, 657, 658, 822-881
See also dump, transaction log
in master database 818
in model database 819
permissions for execution 806
prohibited in offline databases 781
standby_access option 860
threshold proceduresand 931
trunc log on chkptand 677-678, 771
with no_log option 816, 867
with no_truncate option 864
with truncate_only option 866

dump, database 38, 740, 821-858
block size 838
database name 825, 826
dismounting tapes 855
dump devices 827
filename 843-845
initializing/appending 856
message destination 857
multipleto asinglevolume 856
rewinding tapes after 855
routine 786
sp_volchanged prompts 871-873
upgrading user database dumps 881
volumelabels 841
volumename 841

dump, transactionlog 786, 821-858
database name 826
dismounting tapes 855
dump devices 825, 827
dump striping 851
dumping after amediafailure 864
filename 843-845
insufficient log space 824
maximizing space 866
message destination 857
rewinding tapes after 855
sp_volchanged prompts 871-873
tape capacity 839
volumename 841

dumpvolume option 841

dynamic configuration parameters 79
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E

eastern Europe
character set support 265
editing.
See changing;updating
dlipsis(...) in SQL statements  xxxiii
enable cis configuration parameter 108, 185, 186, 215
enable DTM configuration parameter 115
enable housekeeper GC configuration parameter 190
enable java configuration parameter 128, 129
enable rep agent threads configuration parameter 175
enable row level access control configuration parameter
186
enable sort-merge joins and JTC configuration parameter
185
enable unicode conversions configuration parameter
300
enable xact coordination configuration parameter 116
enabling
auditing 310, 445
enabling SSL 321
encoding characters 293
encryption
data 495
key exchange 315
public/privatekey 315
public-key cryptography 315
symmetrickey 315
end-of-tape marker 839
engine option, dbcc 640
engines 636
functions and scheduling 636
identification numbers 51
managing 638-642
number of 174, 638
taking offlinewith dbcc engine 640
english
character set support 265
error logs 42, 57, 586
creation and ownership 50
format 51
location 13
monitoring cache sizeswith 586
purging 51
error messages  49-59
for alocation errors 735

950

altering Server-provided 53, 290

character conversion 302

creating user-defined 53

for fatal errors  57-59

for memory use 586

numbering of 49

severity levelsof  53-59

tablealloc alocation 741

thresholdsand 931

user-defined 53
errors

See also error logs;error messages

dlocation 733, 735

character conversion 301

correcting withdbcc 735

fatal 57-59

input/output 890

logging 50

multiple 48

reporting of 59

segmentation 890

Server responsesto  47-59

state numbers 47

typesof informationlogged 13

user 54, 54-56
esp execution priority configuration parameter 124
esp execution stacksize configuration parameter 125
esp unload dll configuration parameter 125
estimated cost

resource limitsfor /O 243, 245
eucjis character set 131
european currency symbol

character sets 266
event buffers per engine configuration parameter 186
event log computer name configuration parameter

122

event logging configuration parameter 123
exclamation point (!)

converted to dollar signinlogin names 510
executable code size + overhead configuration

parameter 141

execution

ESPs and XP Server priority 125

resource limitsand 243
expand_down parameter

sp_activeroles 381



expiration interval for passwords 338
expiration of passwords 338
expired passwords 219
expressions
typesof  xxxiv
extended 410
extended accessrule syntax 410
extended stored procedures
configuration parameters  124-127
extended UNIX character set 131
extending segments 690
extents
I/Osizeand 594
sp_spaceused reportand 668
space allocationand 720
external copies of databases 794

F

failures, media 58
copying log device after 787, 864-865
diagnosing 874
recovery and 785
fast option
dbcc indexalloc 734, 735, 736, 738
dbcc tablealloc 736, 738
fatal errors
backtrace from kernel 50, 57
error messagesfor  57-59
severity levels19andup  57-59
filedescriptors 223
maximum per-process configured for your
operating system 161

file descriptors, number for Backup Server 849

file names
database dumps  843-845
transaction log dumps  843-845
file option 843
files
character set trandation (xIt) 288
Closed Problem Reports (CPRs) 72
deleting 548
dumpto 812
errorlog 14, 50
interfaces 14

Index

interfaces, and Backup Server 836
internationalization 287
libtcl.cfg file 15
localization  289-290
mirror device 557
System Problem Reports (SPRs) 72
fillfactor
default fill factor percent configuration parameter
183
fillfactor configuration parameter (now called default fill
factor percent) 183

finding
database objects 54
user IDs 378

user names 378

usersin adatabase 377
fix option

dbcc 735

dbcc checkalloc 733

dbcc indexalloc 736

dbcc tablealloc 741

using single-user mode 735
fix_spacebits option

dbcc checktable 730
fix_text option, docc  284-285
floating-point data  xxxiv
for load option

alter database 663

create database 659
formats

date, time, and money 290

locale, unsupported  286-287
formulas

user requirementsand 224
forwarded rows

eliminating with reorg forwarded_rows  710-712

reducing with default exp_row_size configuration

parameter 184

reorg command 710-712
forwarded_rows option, reorg command 710
fragments, device space 536, 664, 701
free space, log segmentand  911-936
french

character set support 265
full option

dbcc indexalloc 734, 735, 736, 738
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dbcc tablealloc 736, 738
functions
security 527

G

German
character set support 265
get_appcontext 419

global async prefetch limit configuration parameter 99
global cache partition number configuration parameter

624

global cache partition number configuration parameter

100
grant command 388, 395405
all keyword 402
database creation 650
publicgroupand 397, 423
rolesand 423, 406
grant option
sp_helprotect 428
grant option for option, revoke 398
granting
access permissions 5
createtrigger permission 398
object creation permissions 4
proxy authorization permission 422
rolestoroles 359
roleswith grant role 405
Greek
character set support 265
groups
See also public group
changing 371
conflicting permissionsand 404
creating 347-348
dropping 365
grantand 400
naming 348
revoke and 401
groups, language 265
guest users 393
adding 350
creating 350
permissions 350

952

sample databasesand 29, 351
guidelines, security 309

H

halloween problem

avoiding with unique auto_identity index database

option 678
hardware
errors 58,59
unmirroring 558
hash
defined 316
message digest 316
hash buckets (lock) 138
HDR1 labels 847
header information
“proc headers” 587
headeronly option 791, 861-863
heap memory 569
heap memory per user configuration parameter
Hebrew
character set support 265
hierarchy of permissions.
See permissions
hierarchy of roles.
Seerole hierarchies
high availability
installhasvss script 189
insthasv script 189
setting enable HA 189
history, deleting from dbccdb database 761
housekeeper free write percent configuration
parameter 187
housekeeper task
configuring 187
license use monitoring 383
space reclamationand 190, 709
statistics flushing 188

171

hysteresis value, @@thresh_hysteresis global variable
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configuringsize 605609
costing 246

devices, disk mirroringto 557
errors 890

evaluating cost  245-247
limiting 242

limiting apre-executiontime 243
statisticsinformation 246
usage statistics 386
i/lo accounting flush interval configuration parameter
192, 386
ifo flush configuration parameter (now called i/o
accounting flush interval) 192
i/lo polling process count configuration parameter
193
IBM character set 131
identification and authentication
Seealso logins
controls 313
identities
aternate 373
proxiesand 422
session authorizationsand 422
identity burning set factor configuration parameter
191
IDENTITY columns
automatic 673, 678
nonuniqueindexes 675
identity grab size configuration parameter 192
identity in nonunique index database option 675
identity of user.
See aliases;logins;users
IDs, timerange 236
IDs, user 378, 389
system proceduresand 12
image datatype
performance effectsof 688
storage on separate device 696
sysindexestableand 696, 701
impersonating a user.
See setuser command
index descriptors
maximum number open 144
indexalloc option, dbcc 734, 738

indexes
assigning to specific segments
binding to datacaches 610
character set changes 284
character-based 282
database dumping after creating 815
default fill factor percent percentage for
IDENTITY columnsin nonunique 675

687

Object Allocation Mapsof 102, 723
rebuilding 283, 815
single device placement for 687

sort order changes 283, 730
suspect 58, 283
individual accountability 310
information (Server)

backup devices 813
changing user  368-372
configuration parameters 81
datacaches 596

database devices 546, 666
database options 672
database size 654, 668
database storage 664
dbcc output 741
devicenames 813
devices 546

dump devices 546, 813
error messages  49-59
locked logins 367

logins 377

permissions 426-430
problems 50

remote server logins 491
remote servers 485
resource limits ~ 251-253
segments 666670, 698, 737
spaceusage 666670
thresholds 922

user diases 375

users, database  376-386
information messages (Server).
See error messages;severity levels
init option 854857
initializing

database devices 539-546
disk mirrors 557

Index

183
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insert command
transactionlogand 768
insert operations
space reclamation during 709
installation, server
audit system 446
establishing security after  309-312
interfacesfile 15
status after 533
installhasvss script 189
installing
sample databases 28
installmaster script 905
sybsystemprocs recovery with 819
installmodel script 903
insthasv script 189
insufficient permission 55
insufficient resource errors (Level 17) 56
integer data
inSQL  xxxiv
interfacesfile 14, 504
Backup Server 809, 836
internal error, non-fatal 56
internal structures
memory used for 584
international language support.
See character sets;languages
internationalization
asamplesystem 261
advantages 260
definition 259
directory structure for character sets 288
files 287
is_sec_service_on security function 527
ISO 8859-1
similaritiesto CP 1252 265
iso_1 character set 131
isolation levels
level Oreads 675
isql utility command
character set conversionand 304
number of user connections and 224
passwordsand 490
security servicesand 523
status and informational messages 54
system administrationand 5

954

J

Japanese

character set support 265
Japanese character sets 131

gis (Shift-JS) 131
japanese character sets

See also languages, aternate
javaconfiguration parameters  128-131
Java user defined functions 414
JOBC 414
join transitive closure

enabling server-wide 185
joins

viewsand 432

K
kaniji.

See Japanese character sets
Kerberos security mechanism 496, 506
kernel

error messages 50, 57

memory used for 584
key exchange

encryption 316

public/privatekey 316

symmetrickey 316

keys, table
onsystemtables 9

keytab file
specifying 512

specifying for utility programs 523
kill command 6164
known problems 72
Korean

character set support 265

L

labels
dump volumes 862
labels, device.
See segments
LAN Manager security mechanism 496, 506



@@langid global variable 291
language defaults 132, 346
changing user's 282
us english 132
@@language global variable 291
language groups 264, 265
languages
onserver 264
supported by acharacter set 264
languages, alternate 287
See also character sets;charset.loc file;japanese
character sets
date formatsin unsupported 286
localization files 275291
supported languages 260
last-chance threshold
Ict_admin function 918
last-chance thresholds 911936
dumping transactionlog 931
number of free pagesfor 924
procedure, creating  930-935
procedure, specifying new 924
sample procedurefor  932-935
latin alphabet 265
Ict_admin function
reserve option  918-920

LDAP
access redtrictions 16
defined 16

multiple directory services 17
versusthe interfacesfile 18
levels, severity.

See severity levels, error
libtcl.cfg file 15

exampleof 503

preparing for network-based security 500
toolsfor editing 502
license information configuration parameter 212,

383

license use

error log messages 384

monitoring 382
limit types 242, 245, 249

capsedtime 247

[/Ocost 245

number of rowsreturned 248

Index

linkage, page 725, 730
See also pages, data
linking users.
See dlias, user
listing
database options 672
dumpfilesonatape 791, 861-863
listonly option 791, 861-863
lists
sp_volchanged messages 871-873
load database
compressed dumps 834
load database command 822881
See also Load, database
for master database 900
for model database 905
permissions for execution 806
for sybsystemprocs database 907
load transaction
compressed files 834
load transaction command 822-881
See also load, transaction log
permissions for execution 806
load, database 879
automatic remapping 879
datacachesand 884-886
device specification 827
loading databases that use cross-database referential
constraints 886
name changes 827
number of large i/o buffers configuration parameter
95, 110, 820
sp_volchanged prompts 873
load, transaction log
device specification 827
order of dumps 879
sp_volchanged prompts 873
local and remote servers.
See remote servers
local option, sp_addserver 482
local servers 482
localesdirectory 276
locales.dat file 290
localization 260
See also languages, dlternate
filesfor 289-290
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lock address spinlock ratio configuration parameter 133

lock hash buckets 138
lock hash table
configuring sizeof 138
lock hashtable size configuration parameter 138
lock promotion thresholds
setting with sp_configure  194-212
lock scheme
default 139
lock scheme configuration parameter 139
lock shared memory configuration parameter 170, 171
lock spinlock ratio configuration parameter 137, 138
lock table spinlock ratio configuration parameter 140
lock timeouts
configuring server-wide 139
lock wait period configuration parameter 139
locking
cachebindingand 626
by dbcc commands 285, 738
logins 331, 366
locking scheme
server-wide default 139
locks
quantity of 134
locks configuration parameter (now called number of
locks) 134
log audit logon failure configuration parameter 123
log audit logon success configuration parameter 124
log file.
See error logs
logl/Osize 609
log on option
alter database 662
create database 536, 655, 657
log segment
thresholdsfor  925-929
logging
loginfailures 124
successful logins 124
Windows NT eventlogin 122,123
logical address 666
logical expressions  Xxxiv
logical names 813
login IDs, number of 352
login names.
Seelogins

956

login process
authentication 497
logins
See also remote logins;users
activetimerangesand 239
adding to Servers  345-347
alias 374,399
assigning namesfor 310
database object owner 4
“dbo” user name 2,4
displaying password information 335
dropping 367
finding 377
identification and authentication 313
informationon 377
invalid names 509
locking 331, 333, 366
maximum attempts, changing 332
maximum attempts, setting 331
“sa’ 310, 897, 901
“sa’ password 893
unlocking 333, 366
logs.
See transaction logs
logsegment log storage 534, 684
losing unlogged data 677
Istart column, sysusagestable 666

M

machine types, moving databases between 659
Macintosh character set 131
macintosh character set 301
mail session, starting 126
management, space.
See space all ocation;storage management
managing Users.
See users
mapping
device nameto physical name 540
remote users 486490
master database 7, 22-24, 38
See also disk mirroring;system tables
backingup 38, 817-818
backing up transactionlog 818



changing option settings 672
commands that changethe 817
creating 534
damage symptoms 874
as default database 346
dropping guest usersof 350
dumping 812
extending with alter database 662
guest user in 350
keysfor system tablesin 9
ownershipof 394, 661
requirement for dumping to single volume 812
sysdevicestable 546
as user default database 346
master device 22, 542, 547
See also database devices
disk mirroring of 553, 560
removing from default space pool
sp_diskdefault and 549
master-recover mode 894
max async i/os per engine configuration parameter
159
max async i/os per server configuration parameter
159
max cis remote connections configuration parameter
109
max network packet size configuration parameter
152
max number network listeners configuration
parameter 155
max online engines configuration parameter 174,
639
max parallel degree configuration parameter 164
max roles enabled per user configuration parameter
216, 358
max scan parallel degree configuration parameter
165
max SQL text monitored configuration parameter
172
@@max_connections global variable 223
@@maxcharlen global variable 289
maximum dump conditions configuration parameter
197
maximum network packet size configuration
parameter (now called max network packet
size) 152

548, 549

Index

maximum number of login attempts 331
mechanisms, security 496
membership keyword, alter role 359

memory
See also Space alocation
audit records 214, 455

configuring  565-592

error log messages 586
executable code 584
freeing from XP Server 126

heap 569
how Server uses 566
major usesof  584-589

maximizing 565
network-based security and 511
number of open databases and 142
parallel processing 589
referential integrity 591
remote procedure calls 591
remote servers 590
shared 636
system procedures used for  579-583
use of by Component Integration Services 584
user connections 587
worker processes 590
memory alignment boundary configuration parameter

101
memory configuration parameter (now called total
memory) 172,173
memory per worker process configuration parameter
166
memory pools

changingsize 621

configuring  605-609

configuring asynchronous prefetch limits 618
configuring wash percentage  614-617
dropping 625

merge joins

disabling server-wide 185

enabling server-wide 185
message digest

defined 316

hash 316
messages

Backup Server 857

confidentiality 497, 510
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error 13, 49-59

fatal error 14

integrity 498, 511

language setting for 260
originchecks 498

protection servicesfor 497
sp_volchanged list 871
start-up 13

system 49-59

user-defined 53

metadata caches

configuration parameters  141-149
described 588

finding usage statistics 582
microsoft character set 131
midpoint between thresholds 929
migration

of tablesto clustered indexes 697, 706
minussign (-)

converted to pound signin login names 510

mirror devices 552, 557, 559
mirroring.

See disk mirroring
miscellaneous user error 55
mistakes, user.

See errors;severity levels, error
mode option, disk unmirror 558
model database 24

automatic recovery and 772

backingup 818-819

backing up transactionlog 819

changing database options 677

changing optionsin 672

creating 534

keysfor systemtablesin 9

restoring 904

size 183,543,654
modifying

named timeranges 238-239

resource limits 253

Server logins 370

money

local formats 290
monitoring

CPU usage 642

spt_monitor table 12
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SQL text 172

Windows NT Performance Monitor 206
month values

dternate language 286
moving

nonclustered indexes 694

tables 694, 697, 706

transactionlogs 658
mrstart configuration parameter (now called shared

memory starting address) 161
MSDTC 116
msg confidentiality reqd configuration parameter
216
msg integrity reqd configuration parameter 216
multibyte character sets 284
changingto 285
default character set id configuration parameter
131

incompatible 301
multilingual character set 131
multiple directory services

LDAP 17
multiprocessor servers.

See SMP (symmetric multiprocessing) systems
multiuser environments, splitting tablesin 694
mut_excl_roles system function 381
mutual authentication server option 517
mutual exclusivity of roles 314, 381

N

name of device 541
dump device 813, 876
logical name for physical device 814
sysdeviceslisting 536
named cache for dbcc checkstorage 754
named timeranges 235
adding 237
“atal times” 236
changing activetimeranges 239
creating 237
dropping 239
dropping resource limitsusing 255
modifying 238-239
overlapping 236



precedence 257

using 235-240

names

See also information (server);logins
alias 374, 399, 420

applications 240

column, in commands 55
findinguser 378

for logins 310

group 398

mapping remote user 487
original identity 421

partial, in option specification 679
remote server 481

remoteuser 487

segment 689

server 482

system extended stored procedures 13
system procedures 10

user 348, 378, 395, 398

naming
dumpfiles 843-845
groups 348
servers 482

user-defined roles 356
@@ncharsize global variable 289
nested trigger configuration parameter (now called

allow nested triggers) 178
net password encryption option 484
network drivers 500

example of entry in libtcl.cfg file 503

syntax for inlibtcl.cfg file 500
network-based security  495-527

adding loginsfor unified login 513

configuring server for 506

connecting to server 523

getting information about 522, 526

identifying users and servers 506

memory requirements 511

overview 495

process for administering 498

rebooting server to activate 512

remote procedurecalls 514

security mechanism 506

security mechanisms supported 496

setting up configuration files 499

Index

using 523
networks

backups across 835

connections 14

directory services 15

dump stripingand 852

dumpsacross 827

interfacesfiles 14

loadsacross 827

restoring across 899

software 34
no chkpt on recovery database option 676
no free space acctg database option 676, 935
no_log option, dump transaction 867
no_truncate option, dump transaction  864-865
nodismount option 853
nofix option, dbcc 735
nonclustered indexes

moving between devices 694
non-logged operations 677
non-repudiation, digital signature 316
nonstop recovery 533, 554
noserial option, disk mirror 557
notify option 857, 858
nounload option 854-855
NT LAN Manager security mechanism 496, 506
null keyword

insp_addlogin 347
null passwords 370, 893
number (quantity of)

database devices 111, 589

dump devices 851

engines 174, 638

extents 720

locks 134

open databases on Server 142

openobjects 145

remote sites 493

rowsreturned 242, 248

seconds for acquiring locks 139

segments 684

SMP system engines 638

user connections (@@max_connections) 223
number of alarms configuration parameter 197
number of aux scan descriptors configuration

parameter 198
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number of devices configuration parameter 111, 589

number of dtx participants configuration parameter 117

number of index trips configuration parameter 101

number of large i/o buffers configuration parameter 95,
820

number of locks configuration parameter 134

number of loginIDs 352

number of mailboxes configuration parameter 201

number of messages configuration parameter 201

Number of network connnections for Backup Server 850

number of oam trips configuration parameter 102

number of open databases configuration parameter 142

number of open indexes configuration parameter 144

number of open objects configuration parameter 145

number of pre-allocated extents configuration parameter

202
number of remote connections configuration parameter
156, 493

number of remote logins configuration parameter 156,
492

number of remote sites configuration parameter 156,
493

number of servicethreads for Backup Server 848

number of sort buffers configuration parameter 202

number of user connections configurationparameter 92,
223-225

number of users 352

number of worker processes configuration parameter

163
numbers
device 666
engine 51

error message 49
segment value 665, 876
sort order 132, 221
status bit (sysdevices) 547
virtual device 666
numeric expressions  Xxxiv

O

o/s file descriptors configuration parameter 161
object access permissions.

See permissions
object Allocation Map (OAM) pages 723
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checking with dbcc commands
object owners.
See Database object owners
See database object owners
object permissions
grant all 397, 402
objectid.dat
location of 325
objectid.dat file 504
objects.
See database objects
offlinepages 776
effectsof 781
listing 778
on keyword
alter database 662
create database 653, 655
create index 692
create table 692
grant 397
revoke 397
online database command 788, 860, 880
bringing databases online 880
replicated databases 880
restoring adatabase 792, 794
status bits 883
upgrading adatabase 790, 882
open databases configuration parameter (now called
number of open databases) 142
open index hash spinlock ratio configuration parameter
147
open index spinlock ratio configuration parameter
148, 644
open object spinlock ratio configuration parameter
148, 149
open objects configuration parameter (now called
number of open objects) 145
openVMS systems
foreign device 541
preventing tape dismounts 855
REPLY command 870
operating system commands
executing 13
operating systems
constraints 542
copy commands corrupting databases 785

731, 734, 736



failures and automatic recovery 772
filemirroring 557
Sybase task schedulingand 636
operator role 3
permissions 391
tasksof 806
optimized report
dbcc indexalloc 734, 735, 738
dbcc tablealloc 738
optimizer 594
options
database 671681
remotelogins 490
remote servers 483
server 483
unique string for 679
OR accessrule 410
order of commands
clustered index creationand 694, 695
for database and log dumps 677
grant and revoke statements 395407
object-level dbcc checking 740
out-of-sequence checks 498
overflow errors
Server stack 228
overflow stack (stack guard size configuration
parameter) 227
overhead
Component Integration Servicesand 584
executablecode 584
memory 584
overlapping timeranges 236
OWNers.
See Database object owners;database Owners
See database object owners;database owners
ownership
chains 434

P

packets, network
preread 493
size, configuring 152154
page lock promotion HWM configuration parameter
194

Index

page lock promotion LWM configuration parameter
195, 211
page lock promotion PCT configuration parameter
196
pages, data 540
dlocation of 664, 720
blocksizeand 839
dirty 97,769
filling up transaction log 658, 867
linkage in tablesand indexes 725, 730
management with extents 720
numbering in database 666
starting (Istart) 666
pages, OAM (Object Allocation Map) 723
parallel query processing
memory for 589
parameters, procedure 347
parameters, resource limit 233
parentheses ()
converted to dollar signinlogin names 510
partition groups configuration parameter 203
partition spinlock ratio configuration parameter 204
partitions
disk 541,553
password expiration interval configuration parameter
(now called systemwide password expiration)
219
passwords 369
changing 370
checking for at least one character 336
choosing 344
choosing secure 344
date of last change 377
displaying information 335
encryption over network 484
expiration interval 338
expirationof 338
forroles 338
forgotten 390
minimum length 336
null 370, 893
protecting 344
protection against guessing 331
remote users 484, 490
rolesand 364
rulesfor 344
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sp_password 369
path name
mirror device 557
percent sign (%)
error message placeholder 49
trandated to underscorein login names 510
performance
audit queuesize 214
cache configurationand 626
database object placement and 686
dbcc commands 737
default fill factor percent effecton 183
disk mirroringand 532, 554
ESPs and XP Server priority 125
free-space accountingand 935
memory and 565, 566
segmentsuseand 686, 687
SMP environment  638-644
space allocationand 533, 686

speedand 533
windowing systemsuseand 566
period ()

converted to dollar signinloginnames 510
permission cache entries configuration parameter 226
permissions

See also discretionary access control (DAC)

dliasesand 373

ansi_permissions optionand 400

assigned by Database Owner 402

assigning 402

concrete identification 399

create database 650

create database! @#$Default Para Font 389

database object owners 5

Database Owners 4, 387, 391

default 25, 388
denying 55
disk init 546

for creating triggers 398
granting 395405
groupsand 347

guest users 350
hierarchy of user 407
informationon 426430
insufficient (Level 14) 55
master database 23
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mismatched suids 902

model database 25

object 5,394

object access 395, 395401
object creation 395, 401
operator 391

ownership chainsand 434
proxy authorization 422
public group 395, 397, 405
remote users 490

revoking 395405

selective assignment of 403
stored procedures 394, 397, 490
summary of 387

system administrator  387-390
system procedures 393
systemtables 392

tables 394, 397

tables compared to views 431
tempdb database 26

threshold proceduresand 923, 924
transfersand 394, 661
triggersand 439

views 431433
onviewsinstead of columns 433

physical resources, managing.

See storage management

placeholders

error message percent sign (%) 49

plus (+)

converted to pound signin login names 510

pointers, device.

See segments

precedence

dump and load characteristics 837
resource limits 257
timeranges 257

preferences, user name 348
pre-read packets configuration parameter (now called

remote server pre-read packets) 157

primary database 676
primary option, disk unmirror 558
print deadlock information configuration parameter

204

print recovery information configuration parameter

96, 773



priority
XPServer 125
“proc buffers” 587
“proc headers” 587
proc_role system function
stored proceduresand 381, 434
procedure cache 58, 103

procedure cache percent configuration parameter

and 570

procedure calls.

See remote procedure calls
procedures.

See stored procedures;system procedures
process

maximum number of attempts 331
process affinity 636

engine affinity and 638
processes (Server tasks) 61, 64, 636

abortingwhen logisfull 921

administering Adaptive Server 308

current on Server 376

informationon 376

killing 61-64

suspending when logisfull 921
processes (server tasks)

See also servers
processes, SMP.

See SMP (symmetric multiprocessing) systems
production server 31
protection mechanisms.

See security functions;stored procedures;views
protection system

context-sensitive 433

hierarchy (ownership chains) 435

reports 426430

summary 387
proxy authorization 420430

granting permission for 422

how applicationsuseit 425

how usersuseit 423

overview 422

using 424
publicgroup 347

See also Groups

See also groups

grantand 397, 402, 423

Index

guest user permissionsand 350
permissions 395, 405
revoke and 397
sp_adduser and 349
sp_changegroup and 371
public keyword
grant 402, 423
public/private key encryption 316
public-key cryptography
certificates 315
defined 315
digital signature 315
encryption 315
pubs2 database
administering 28
image informationin 29
pubs3 database
administering 28

Q

queries
conversion errors, preventing 302
evaluating resource usage 241
limiting resources during pre-execution and
execution 243
limiting with sp_add_resource_limit 233
resource limit scopeand 243
query batches
activetimerangesand 239
limiting elapsed time 247
resource limit scopeand 244
question marks (??)
for suspect characters 302
quiesce database command  794-804
backing up secondary devices 801
guidelinesforusing 795
iterative refresh method 801
syntax 794
updating log records 798
updating the dump sequence number 798
warm standby method 803
quotation marks (“ ")
converted to pound signin login names 510
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R

rapid recovery 553
raw devices, mirroring 557
read committed with lock configuration parameter 140
read only database option 283, 676, 679
reads
physica 533, 551
rebooting the server 512
rebooting, server.
See restarts, server
rebuild option, reorg command 712
rebuilding
master database 893
reclaim_space option, reorg command 711
reclaiming space
reorg reclaim_space for 711, 712
reconfigure command 91
record keeping 4244
configuration 43
contacts 42
maintenance 43
system 44
records, audit 444
recovery
See also disk mirroring
automatic remapping 879
from backups  785-794
changesto user IDs 818
configuration parametersfor 9698
fromcurrentlog 864
database dump/log interactions 772
databases using warm standby 804
default datacacheand 632
denying users accessduring 772
after faillures 772, 785
failuresduring 879
faultisolation  775-785
for load optionand 659
loading databases 281
master database 38, 540
model database 904
nonstop 533, 554
planning backupsfor 25, 740
rapid 553
after reconfiguration 281
re-creating databases 878
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SMPenginesand 639
sort order changesand 281
space dlocationand 532, 879
to specified timein transactionlog 879
step-by-step instructions  874-880
sybsystemprocs database  905-908
time and free-space accounting 935
timerequired 773
after upgrade 897
up-to-date database copy method 676
recovery fault isolation  775-785
recovery flags configuration parameter (now called
print recovery information) 96
recovery interval configuration parameter (now called
recovery interval in minutes) 96
recovery interval in minutes configuration parameter
96-98
long-running transactionsand 97, 769
recovery of master database  890-904
automatic 772
backing up after 904
dropped usersand 902
rebuilding 893
scheduling backups 817
user IDsand 818
volume changes during backup 818
recovery order
databases 773-775
system databasesand 773
redundancy, full.
See disk mirroring
re-establishing original identity 421
referential integrity
memory for 591
referential integrity constraints
loading databasesand 886
remote access configuration parameter (now called
allow remote access) 149
remote backups 806, 811
remote connections configuration parameter (now
caled number of remote connections) 155
remote logins
adding 486488
configuration parametersfor 149, 491-493
dropping 485, 486
optionsfor 490



timingout 483

trusted or untrusted mode 488
remote logins configuration parameter (now called

number of remote logins) 156
remote procedure calls 479493

backups 807

configuration parametersfor  491-493

example of setting security 521

memory 591

network-based security 514

overall process for security model B 518

security modelsfor 518

setting security options 517

thresholdsand 935

unified loginand 516
remote server pre-read packets configuration

parameter 157, 493
remote server users.

See remote logins
remote servers 481485

adding 481-493

dropping 485

informationon 485

memory for 590

namesof 481

optionsfor 483
remote sites configuration parameter (now called

number of remote sites) 156
remote users.

See remote logins
remove option, disk unmirror
removing.

See dropping
reorg command 707-715

compact option 712

forwarded_rows option 710

rebuild option 712

reclaim_space option 711
replay detection 498
replication

recovery and 880
replication Server 881
REPLY command (OpenVMS) 870
reporting errors 54, 56, 59
reporting usage statistics 385
reports

558, 559

See also information (server)
dbcc 727,733, 762
for dbcc checkalloc 736
for dbcc indexalloc!@#$Default Para Font
Server usage 385
reset configuration.

Index

736

See configuration parameters;reconfigure command

resource limits 233
changing 253
configuring 179
creating 249-251
dropping  255-256
enabling 235
examples of creating  250-251
examples of dropping 256
examples of getting information about 252
examples of modifying 254
identifying users and limits ~ 240-245
information about 251253
limiting /O cost  245-247
modifying 253
planning for! @#$ 234
precedence 257
pre-execution and execution 243
scopeof 243
time of enforcement 243
understanding limit types  245-249
resource usage, evaluating 241
responsetime 209
restarting servers with quiesced databases 797
restarts, Server
after reconfiguration 282
automatic recovery after 772
checkpointsand 676
reindexing after 282
from same directory 51
systemtablesand 282
temporary tablesand 27
results
limiting how many rows returned 248
retain option, disk unmirror 558
retaindays option 854-855
dump database 99, 812
dump transaction 99, 812
return status
system procedures 11
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revoke command 388, 395-405
publicgroupand 397
revoking
create trigger permission 398
role privileges using with override 366
roleswith revoke role 407
role hierarchies 314
creating 406
displaying 381
displaying withrole_contain 381
displaying with sp_displayroles 380
role_contain system function 381
roles
activating 364
configured for salogin 310
deactivating 364
in grant and revoke statements 398, 402
granting 423
locking 331, 333
maintaining between servers 797
maximum login attempts, changing 333
maximum login attempts, setting 332
passwordsfor 338
permissionsand 406, 407
stored procedure permissionsand 381
stored proceduresand 406, 434
unlocking 333, 334
roles, system
Operator 3
System Administrator 2
System Security Officer 3
roles, user-defined
planning 356
rolling back processes
recovery interval and 96
server stack capacity and 229
uncommitted transactions 772
roman8 character set 131

row lock promotion HWM configuration parameter 210
row lock promotion LWM configuration parameter 211
row lock promotion PCT configuration parameter 211

row lock promotion thresholds

setting with sp_configure  210-212
@@rowcount global variable

resource limitsand 242

row count limitsand 248

966

row-offset table, checking entriesin 730
rows, table
limiting how many returned 242, 248
sysindexes 537
RPCs.
See remote procedure calls
rules
See also database objects
protection hierarchy 438
runnable process search count configuration
parameter 205
running out of space.
See space
russian
character set support 265

S

“sa’ login 310, 897, 901
changing password for 310
configured with System Administrator and System
Security Officer roles 310
password 893
security recommendations for using 310
savepoints
error (Level 13) 55
scan descriptors 198200
scheduling, Server
database dumps 815
dbcc commands 739741
scope of resource limits 243
elapsedtime 248

I/Ocost 247
row count 249
script 264
scripts

for backups 817
installdbccdb 758
installmaster 905
installmodel 903
logical device namesin 813
secmech specification 504
secondary database 676
secondary devices
backing up with quiesce database 801



secondary option, disk unmirror 558
secure default login 508
secure default login configuration parameter 217
security
auditing 330
discretionary accesscontrol 312
establishing after installation  309-312
identification and authentication controls 313
login features 331
roles 313
security administration
exampleof 311
getting started  308-312
guidelines 309
security drivers
example of entry in libtcl.cfg file 503
syntax for entriesin libtcl.cfg file 501
security functions 527
security mechanism server option 517
security mechanisms 525
how the server determines which to support 513
supported 496
security models 515
exampleof model B 521
for RPCs 516
model B 518
setting up model B for RPCs 518
security services
example 496497
overview of 495
supported by Adaptive Server 497
segmap column, sysusagestable 665
procedures that change 536
segment values 876
segment column, syssegmentstable 665
segmentation errors 890
segments 537, 666670, 685706
See also database devices;space allocation
clustered indexeson 697, 706
creating 534, 689
creating database objectson 692
database object placement on 685, 692, 694, 879

default 534, 684
dropping 697
extending 690

free-space accountingand 935

Index

informationon 666670, 698, 737
listing thresholdsfor 922
logsegment 534, 684, 911936
managing free space  911-936
nonclustered indexeson 694
performance enhancement and 686, 687
placing objectson 685, 694, 879
removing devicesfrom 697
sharing spaceon 685
sp_helpthreshold reporton 923
syssegmentstable 537
system segment 534, 684
system tables entriesfor 665, 700
text/image columnsand 696
thresholdsand 929
tutorial for creating  701-705
user-defined 876
valuestable 665

select * command
error message 432

select into command
database dumpingand 816

select into/bulkcopy/plisort database option
model databaseand 25
transactionlogand 676

select on syscomments.text column configuration

parameter 218

sensitive information, viewsof 431

separation of roles 313

separation, physical
of transaction log device 552

sequence checks 498

serial option, disk mirror 557

server aliases 482

server authentication
server certificates 319

server certificates 317
location of 320
server authentication 319

server engine.
See engines

server information options.
See information (server)

server user nameand ID 378

server.locfile 290

server_name.cfg, default nameof configurationfile 78
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servers
See also processes (server tasks);remote servers
adding new loginsto  345-347
adding usersto  345-347
architecturefor SMP 636
connecting 14
database creation steps 652
dropping loginsfrom 367
error message severity levels  53-59
error messages 50
fatal errorsand  57-59
installing 33, 533
interfacesfiles 14
loca 482
master-recover mode 894
memory needs 565
monitoring performance 91
multiprocessor 635647
namesof 482
nonfatal internal errors 56
object placement on segments 694, 879
passwordson 484, 490
remote 481-487
scheduler 209
shutting down 70
single-user mode 180, 677, 891, 894
sort order consistency among 280
space alocation steps 664
start-up problems and memory 575
stopping 70
syntax errors 55
unlocking logins or roles at startup 334
user connectionsto 225
user information 376386
values for configuration parameters 78
service Threads
setting for Backup Server 850
session authorization option, set 424
sessions.
Seelogins
set command
rolesand 364
set_appcontext 419
setuser command
show_role and 380

968

7-bit ASCII character data, character set conversion for

296
severity levels, error 47,53
Backup Server 60
levels 10-18 (user errors) 54
levels 19-24 (fatal) 57
shared memory
amount available per stripe 849
setting for Backup Server 848
shared memory starting address configuration
parameter 161, 162
show_role system function 380
show_sec_services security function 527
showplan option, set
resource limitsand 241, 242
showserver utility command 900
See also Utility Programs manual
shutdown command  70-72
automatic checkpoint processand 771
automatic recovery after 772
Backup Server 811
shutting down servers 70
side option, disk unmirror 558
simplified Chinese
character set support 265
single user database option 677
single-user mode 180, 282, 891
sitehandlers 493
sites, remote 493
size
See also space
alocation units 664
altering database 661
database 653
databases, estimating 655
dbcc fix_text transaction 284
errorlog 14
indexes 655
model database 183, 543, 654
new database 24, 654
segment extension 690
tables 655
tape dump device 814
tempdb database 26
text storage</datatype> 669
transaction logs 656, 678



size of auto identity column configuration parameter

206, 673
unique auto_identity index database option and

678

size of global fixed heap configuration parameter
130

size of process object fixed heap configuration

parameter 130

size of shared class heap configuration parameter

130

size of unilib cache configuration parameter 223
gis (Shift-JIS) character set.

See Japanese character sets
slash (/)

converted to pound signin login names 510
sleeping checkpoint process.

See checkpoint process
SMP (symmetric multiprocessing) systems

architecture 636

environment configuration  638-647

managing Serverson  635-647
sort order

changing 280-282, 731

consistency among servers 280

database dumpsand 862

dbcc checktable and 731

default sortorder id 132, 221

definition files 288

installing new 288

numbers 132

rebuilding indexes after changing 283
sp_activeroles system procedure 381
sp_add_resource_limit system procedure 249
sp_add_time_range Ssystem procedure 237
sp_addalias system procedure 374
sp_addauditrecord system procedure 469
sp_addgroup system procedure 348
sp_addlanguage system procedure 286
sp_addlogin system procedure 338, 340, 341, 345—

347

reissuing after recovery 902
sp_addremotelogin System procedure  486-488
sp_addsegment system procedure 689, 701

sysusagesand 536
sp_addserver system procedure  481-483
sp_addthreshold system procedure  923-929

Index

sp_addumpdevice system procedure 814
sp_adduser system procedure 25, 348-352, 653
sp_audit system procedure

setting optionswith 462
sp_bindrule 409
sp_cacheconfig configuration parameter 624
sp_cacheconfig system procedure 596604
sp_changedbowner system procedure 393, 650, 660
sp_changegroup system procedure 348, 371
sp_column_privileges catalog stored procedure 430
sp_configure system procedure 81

See also individual configuration parameter names

automatic recovery and 769

configuring server for security services 506

remoteloginsand 491
sp_countmetadata system procedure
sp_dbcc_runcheck

dbcc checkverify and 747
sp_dboption system procedure  671-680

aborting processes 921

changing default settingswith 653

checkpointsand 772

disabling free-space accounting 935

disk unmirroringand 560

thresholdsand 921
sp_dbrecovery_order system procedure 773775
sp_deviceattr system procedure 531, 545
sp_diskdefault system procedure 531, 549-550
sp_displaylogin system procedure 377
sp_displayroles system procedure 380
sp_drop_resource_limit system procedure 255
sp_drop_time_range system procedure 239
sp_dropalias system procedure 399
sp_dropalias system procedure 375, 661
sp_dropdevice system procedure 548, 663, 814

for failed devices 877
sp_dropgroup System procedure 365
sp_droplogin system procedure 367

reissuing after recovery 902
sp_dropremotelogin System procedure 486
sp_dropsegment system procedure 697

sysusagesand 536
sp_dropserver system procedure 485
sp_dropthreshold system procedure 925
sp_dropuser system procedure 365, 661
sp_estspace system procedure 655

142, 144, 146
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sp_extendsegment system procedure 690
reversing effectsof 691
sysusagesand 536
sp_forceonline_db system procedure 779
sp_forceonline_object system procedure 780
sp_forceonline_page system procedure 779
sp_help_resource_limit system procedure 251, 252
sp_helpcache system procedure 611
sp_helpconfig system procedure 142, 144, 146, 581
sp_helpdb system procedure 12
database option information 672
segment information  699-700
storage information 666
sp_helpdevice system procedure 12, 546, 813
sp_helpindex system procedure 12
sp_helpjoins system procedure 9
sp_helpkey system procedure 9
sp_helplog system procedure 659
sp_helpremotelogin System procedure 491
sp_helprotect system procedure 428429
sp_helpsegment system procedure 698, 700
checking spacewith 768
sp_helpserver system procedure 485
sp_helptext system procedure 12
sp_helpthreshold system procedure 922
sp_helpuser system procedure 375
sp_indsuspect system procedure 283
sp_listsuspect_db system procedure 778
sp_listsuspect_object system procedure 780
sp_listsuspect_page System procedure 779
sp_locklogin system procedure 367
reissuing after recovery 902
sp_logdevice system procedure 658, 687
sp_modify_resource_limit system procedure 253
sp_modify_time_range system procedure 238
sp_modifylogin system procedure 282, 338, 341, 370
changing user’s default database with 346
changing user’sfull name with 346
sp_modifythreshold system procedure 924
sp_monitorconfig system procedure 582
configuring number of open databases and 143
configuring number of open indexes and 145
configuring number of open objects and 146
sp_password System procedure 369
sp_placeobject system procedure 696
sp_remoteoption system procedure 490491

970

sp_reportstats System procedure 385

resource limitsand 240
sp_serveroption system procedure 483, 517
sp_setsuspect_granularity system procedure  777—

778

sp_setsuspect_threshold system procedure 777
sp_showplan system procedure 68
sp_spaceused System procedure 667

checking transaction logswith 768
Sp_sysmon system procedure

washsizeand 616, 617
sp_table_privileges catalog stored procedure 429
sp_thresholdaction system procedure 912

creating 930-935

dumping transactionlog 931

error messagesand 931

parameterspassedto 930

sample procedure  932-935
sp_volchanged system procedure 870
sp_who system procedure 376, 427

checkpoint process 770

LOG SUSPEND status 922
space

See also size;space alocation

adding to database 661

estimating table and index size 655

extending database 661

information on usage 667, 875

proportion of log to database 656

reserved 668

running out of 56, 678, 867

sharing on segments 685

sp_dropsegment effecton 698

between thresholds  929-930

unreserved 668
space allocation

See al so database devices;segments;storage

management

assigning 653, 878

backup methodsand 876

balance and split tables 687

changing 655, 661

commands summary 530

contiguous 664, 666

dbcc commands for checking 732-734

disk mirroringand 552



drop database effecton 663
error correction withdbcc 733
onanexisting device 878
extents 720
extents and sp_spaceused report 668
fixing unreferenced extents 736
functions of Server 664, 720
matching new database to existing 876
Object Allocation Map (OAM) 723
pages 668, 694, 720
recovery/performanceand 532, 686
re-creating 787, 879
segmentsand 879
sysusagestable 536
units 664, 720, 876
space reclamation
enable housekeeper GC configuration parameter
190
reorg reclaim_space for 711, 712
Spanish
character set support 265
#spdevtab temporary table 12
speed (Server)
of dbcc commands 738
system performanceand 533, 554
of transaction log growth 657
using segments 683
#spindtab temporary table 12
spinlocks
configuration parameters affecting 644
lock hashtable 138
splitting
tables across segments 694696
tables acrosstwo disks 533
SPRfiles 72
spt_committab table 12
spt_limit_types table 242
spt_monitor table 12
spt_valuestable 11
sql server clock tick length configuration parameter
207
sql server code size configuration parameter (now
caled executable code size) 141
sguare brackets| ]
converted to pound signin login names 510
in SQL statements  xxxiii

Index

srtfiles 288
srvname column, sysserverstable 483
srvnetname column, sysserverstable 483
SSL

defined 318

enabling SSL 321

SSL filter 319

SSL handshake 318
SSL connections

for companion servers 321

forRPCs 321

Open Client 321
SSL filter

defined 319
SSL handshake

SSL 318
stack guard size configuration parameter 227
stack size configuration parameter 229
standalone utilities and character sets 304
standby_access option

dump transaction 860

online database 860
start mail session configuration parameter 126
starting Servers

master-recover mode 894

memory required for 575

Security Servicesand 512
starting servers

Backup Server 811
startserver utility command

Backup Server and 811

master-recover mode 894
static configuration parameters 79
statistics

backup and recovery 820

dbcc output 742

housekeeper flushingand 188

I/Ocost 246

/O usage 385, 386
statistics io option, set

resource limitsand 241, 242
statistics time option, set

determining processing time 247

resource limitsand 242
statistics, flushing with housekeeper task 188
status
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information messages (Level 10) 54
status bitsin sysdevices 547

steps

administering security 308
stopping

Backup Server 71, 811
Servers 70

storage management 529
See also space;space allocation
changing database ownership 660
commands summary 530
creating user databases 651661
database deviceinitialization 539-547
default database devices  549-550
defaults at installation 533
disk mirroring  551-560
dropping databases 663
information about 668
issues 35-37, 532, 686
systemtablesand 534-537
using segments  685-706
stored procedure triggers.
See triggers
stored procedures
See also database objects;system procedures
cachebindingand 626
checking for rolesin 381
creating 12
granting execution permissiontoroles 381
ownership chains 434
permissions granted 397
permissionson 394, 397, 490
procedure cacheand 103
remote user accessto 490
resource limit scopeand 243
rolesand 434
as security mechanisms 433
systemtableschangesand 12
strict dtm enforcement configuration parameter
stripe limits for Backup Server 848
stripe on option  851-853

118

stripes, maximum number per Backup Server 849

structure
configuration in SMP environment  638-647
internationalization files directory 288
localization filesdirectory 290

972

suffix names, temporary table 27
suid (server user ID) 347

sun character set 131

superuser.

See system administrator
suser_id system function 378
suser_name System function 378
suspect escalation threshold =~ 777
suspect indexes

dropping 781

forcing online 781
suspect pages

assessing 785

isolating on recovery 775785

listing 778
suspend audit when device full configuration

parameter 218, 455

syb_sendmsg port number configuration parameter

157

sybase Central, using for system administrationtasks 7

syblicenseslog table 384
sybsecurity database 27, 442

automatic recovery and 772
sybsystemdb database 28

automatic recovery and 772
sybsystemprocs database 10, 13, 25

See also databases

automatic recovery and 772

backingup 819

permissionsand 393

restoring 905908

thresholdsand 935
symbols

See also Symbols section of thisindex

in SQL statements  XXXi—Xxxii
symmetric key encryption 315
symmetric multiprocessing systems.

See SMP (symmetric multiprocessing) systems
syntax 409, 410, 411

errorsin 55

Transact-SQL conventions — XXXi—XXXxiv
sys sessions 418
sysalternatestable 374

See also sysuserstable
syscolumnstable 736
sysconfigurestable 93



syscurconfigstable 93
sysdatabases table

create database and 652

disk refitand 909-910
sysdevicestable 535, 546

create database and 655

disk initand 536

disk mirroring commandsand 557

dump devicesand 813

sp_dropdevice and 548

sp_helpdevice and 546

status bits 547, 666
sysindexestable 283, 537, 696
sysoginstable

backup and recovery 818

resource limitsand 241

sp_addlogin effecton 347
sydogstable 768

See also transaction logs

create database and 651, 655

modification of 10

monitoring spaceused by 669

put on a separate device 552

syslogs transaction log for sybsecurity 456

sysmessagestable 48, 49
sysobjectstable 283
sysprocesses table
resource limitsand 241
sysremoteloginstable 488
sysresourcelimitstable 251
syssegmentstable 537, 665, 700
sysserverstable 479, 480, 481, 485
Backup Server and 809
sp_helpserver and 485, 522
srvname column 483
srvnetname column 483
system administration tasks
accomplishing with Sybase Central
system Administrator
password and dataserver 893
system administrator  1-5
error responsibilities of
permissions  387-390
resolving system problems 53, 56
single-user mode of server 894
tasks for beginners 3144

53, 56-59

7

system audit tables 471
system catal ogs.
See system tables
system databases 2128
recovery order 773
system extended stored procedures 13
system messages.
See error messages; messages
system problems
See also errors
Server responsesto  47-59
severity levels10to 18  54-56
severity levels19t0 24  57-58
System Problem Reports (SPRs) 72
system proceduretables 11
System procedures
for dropping aliases 399
system procedures  10-12
See also information (server);stored
procedures;individual procedure names
for adding users 343
for changing user information  368-372
creating 12
for managing remote servers 481485
permissions 393
on temporary tables 27
using 11
system roles
activating 364
deactivating 364
granting with grant role 405

Index

max_roles_enabled configuration parameter and

358
show_role and 380
system Security Officer 3
system segment 534, 684
systemtables 7-9
See also tables;individual table names
changesdlowedto 392
changes dangerousto 12
corruption 58, 59
create database and 8, 536, 700
cregtionof 8
dbcc checkcatalog and 736
dbcc nofix option 735
dbcc reindex and 284
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direct updates dangerousto 894
keysfor 9

permissionson 392

querying 8,12

reindexingand 284

segment informationand 700
Server restartsand 282

storage management relationships  534-537
stored proceduresand 8, 12
updating 9, 12, 894

for user databases 25

systemwide password expiration configuration parameter

219
systhresholdstable 935
systimeranges table
dropping timeranges 239
rangelDs 236
sysusagestable 536, 700
corruption 58, 59
create database and 652, 878
database space allocationsand 664, 875
discrepanciesin 904
disk refitand 908-910
recovery and 893
sysuserstable
permissionsand 393
sysalternatestableand 374

T

T1204 trace flag (now called print deadlock information
configuration parameter) 204

T1603 trace flag (now called allow sql server async i/o
configuration parameter) 109

T1610 trace flag (now called tcp no delay configuration
parameter) 158

T1611 trace flag (now called lock shared memory
configuration parameter) 171

table owners.

See database object owners
tablealloc option, docc 734, 738
tables

See also database objects;system tables
binding to datacaches 610
context-sensitive protection of 433

974

critical datain 741
dbcc checkdb and 732, 738
dbcc checktable and 283, 657, 658, 729, 738
integrity checking withdbcc 729
integrity damageto 58
migration to aclustered index 697, 706
moving between devices 694, 697, 706
Object Allocation Mapsof 102, 723
ownership chainsfor 434
permissionsinformationon 429
permissionson 394, 397
permissions on, compared to views 431
read-only 283
sort order of 731
splitting across segments  694-696
splitting acrosstwo disks 533
system procedure 11
temporary 25
underlying 431
without indexes 284
tamper detection, digital signature 316
tape dump devices
adding 814
for backups 812
dismounting 855
end-of-tape marker 839
preventing overwrites 812
reinitializing volumes 856

rewinding 855
volumename 841
tape labels

information on dump files 791
tape retention configuration parameter (now called tape
retention in days) 99
tape retention in days configuration parameter 99,
812
tcp no delay configuration parameter 158
tempdb database
datacaches 632
tempdb database 26
See al so databases
auto identity database optionand 673
automatic recovery and 772
creating 534
sizeof 26
unique auto_identity index database option and



678
temporary tables 25

select into/bulkcopy/plisort database option and

677

terminals

character set conversionfor 304

installing new definitions 288
test servers  31-33
text datatype

chain of text pages 696

changing character setsand 284

multibyte character setsand 284

performance effectsof 688

sizeof storage 669

storage on separate device 696

sysindexestableand 696, 701
text prefetch size configuration parameter 208
text values, dbcc fix_text upgrade of 284
Thai

character set support 265
@@thresh_hysteresis global variable 913

threshold placement and 929
threshold procedures

audit trail 450

creating 930-935

creating, logical namesand 813

dumping transactionlogand 931

error messagesand 931

location of 924, 935

parameterspassedto 930

permissionsfor 923, 924
thresholds  911-936

adding 923-929

adding for log segment  925-929

changing 924

creating  922-929

disabling 935

finding associated procedure 935

hysteresisvalue 913

information about 922

last-chance  911-936

maximum number 922

midpoint betweentwo 929

removing 925

segmentsand 929

space between  929-930
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systhresholds table 935
time
for acquiring locks 139
time interval
database backups 815
limiting 242
timeranges 235
adding 237
“atal times” 236
changing activetimeranges 239
creating 237
dropping 239
dropping resource limitsusing 255
modifying 238-239
overlapping 236
precedence 257
using 235-240
time slice configuration parameter 209
time values
display format 290
timeouts option, sp_serveroption 483
timing
automatic checkpoint 769
total data cache size configuration parameter 104
total memory configuration parameter  566-575
traditional Chinese
character set support 265
transaction logs
See also dump, transaction log;dump transaction
command;syslogs table
alter database and 536
backingup 786
cachesand 603
checking spaceused by 656
clearing after checkpoints 770
copying 768
create database and 536, 655
datacachesand 603
device placement 532, 536, 655, 659, 660
dumping after mediafailure 864
function of 768
master database 818
model database 819
modifying between loads 879
moving to release space 659
primary and secondary database 676
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purging 285, 867
room for growth 768
running out of space 791
onsamedevice 791, 866
select into/bulkcopy/plisort database option 676
onaseparate device 552, 786
size 656, 678, 768
synchronizing with database  769-772
trunc log on chkpt optionand 97, 677-678
truncating 866-867
unlogged commands 816
transactions
See also locks;transaction logs
activetimerangesand 239
definition 768
error within 55
limiting elapsed time 247
limiting with sp_add_resource_limit 233
long-running 97, 769
recovery and 97, 769
resource limit scopeand 244
two-phase commit 28
transferring ownership.
See database objects, ownership
tranglation.
See character sets
triggers
See al so database objects;stored procedures
creating 398
nested 178
permissionsand 439
trunc log on chkpt database option  677—678
recovery interval in minutes and 97
truncate_only option, dump transaction 866
trusted mode
remoteloginsand 490
trusted root certificate
CA certificate 317
location of 320
tuning
monitoring performance 91
turkish
character set support 265
tutorial for creating segments  701-705
two-phase commit
transactions 28

976

txn to pss ratio configuration parameter 119

U

unbind 410
unbindrule 410
underlying tables of views (basetables) 431
unicode 264
character sets 265
unified login 497, 507
mapping login names 509
remote procedure security models 516
requiring 507
secure default login -+ 508
unified login required 220
unique auto_identity index database option 678
UNIX platforms, raw disk partition 541
unload option  854-855
unloading compressed dumps
example 834
syntax 834
unloading compressed files 834
unloading compressed transaction logs 834
syntax 834
unlocking login accounts 334, 366
unlocking roles 334
unlogged commands 816
unmirroring devices.
See disk mirroring
untrusted mode, remote loginsand 490
update command
transactionlogand 657, 768
update statistics command 709
updating
See also changing
allow updates to system tables configuration
parameter and 12
current transaction log page 658
system proceduresand 433
systemtables 894
text after character set change 284
upgrade version configuration parameter 209
upgrade, recovery after 897
us english language 132
usage statistics 385



use message confidentiality server option 517
use message integrity server option 517
use security services configuration parameter 220,
507
user connections
memory allocated per  223-225
user connections configuration parameter (now called
number of user connections) 223
user databases
See al so databases; permissions
automatic recovery and 772
creation process 652
master database control of 22
systemtablesfor 25
user-defined messages 53
user errors 54, 54-56
user groups.
See groups;public group
user IDs 389
comparing after backup and recovery 818, 902
displaying 377
finding 378
number 1, Database Owner 12
user log cache size configuration parameter 230
user log cache spinlock ratio configuration parameter
232
user mistakes.
See errors;severity levels, error
user names 378, 395
changing 370
finding 378
preferences 348
user objects.
See database objects
user segments, creating  701-705
See also segments
user_id system function 379
user_name system function 379
user-defined roles
activating 364
configuring 358
deactivating 364
dropping 366
granting with grant role 405
number of 358
planning 356
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users
See also diases;groups;|ogins;remote logins
added, and recovery of master 902
adding 343-348, 348-352
adding to databases 653
aliases 373
application name, setting 372
client host name, setting 372
client name, setting 372
currently on database 376
currently on Server 376
dropped, and recovery of master 902
dropping from databases 365, 653
dropping from groups 371
dropping from Servers 367
dropping resource limitson 255
errorsby 54, 54-56
getting resource limit information about 251
guest 350, 393
identifying usage-heavy 240
IDs 378,389
informationon  376-386
license use monitoring 382
modifying resource limitson 254
multiple, and performance 694
number of user connections and 224
permissionsto all or specific 403, 432
remote 486490
single-user mode 180, 677
views for specific 432
visting 351

users, number or 352

users, object.
See database object owners

using Javafunction 408

utility commands
See also Utility Programs manual
buildmaster 894
character setsand 304
showserver 900
startserver 894

\Y

variables
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in error messages 50
verification, user-access 484, 488
version identifiers, automatic upgradeand 884
vietnamese

character set support 265

views
See also database objects
dependent 435

ownership chains 434
permissionson 397, 431-433
security and 431
virtual address 545
virtual device number 666
virtual page numbers 543
virtual Server Architecture 635
visitor accounts 351
volume handling 841
vstart column 666
vstart option
disk init 545

w

waitfor mirrorexit command 560
warm standby
recovery of database marked in quiesce 804
wash area
configuring  614-617
defaults 615
western Europe
character set support 265
window of vulnerability 180
windowing systems 566

windowsNT LAN Manager security mechanism 496, 506

with grant option option, grant 398
with no_log option, dump transaction 867

with no_truncate option, dump transaction  864-865

with nowait option, shutdown 71, 72
with override option
create database 660
drop role 366
with truncate_only option, dump transaction
workspaces
dropping 761
write operations

978

disk mirroringand 551
physical 533
write-ahead log.
See transaction logs
writes option, disk mirror 557
writetext command
database dumpingand 816
select into/bulkcopy/plisort database option 676

X

X/Open XA 116
xact coordination interval configuration parameter
120
Xltfiles 288
XP Server
freeing memory from 126
priority 125
xp_cmdshell context configuration parameter 127
xp_cmdshell system extended stored procedure 13
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